LOGO GENERIC COLORIZED JOURNAL, VOL. XX, NO. XX, XXXX 2021

On the Role of Interconnection Directionality in the Quadratic
Performance of Double-Integrator Networks

H. Giray Oral, Enrique Mallada, Senior Member, IEEE, and Dennice Gayme, Senior Member, IEEE

Abstract— This note provides a quantitative and qualitative eval-
uation of the role of interconnection directionality in a general
class of quadratic performance metrics for double-integrator net-
works. We first develop an analysis framework that can be used
to evaluate the quadratic performance metrics of networks defined
over a general class of directed graphs. A comparison between
systems whose directed graph Laplacians are normal and their
undirected counterparts unveils an interplay between the inter-
connection directionality and the control strategy that determines
network performance. We show that directionality can significantly
degrade performance; however well-designed feedback can exploit
directionality to mitigate this degradation or even improve perfor-
mance.

Index Terms— Directed Graph, #,, £, norm, Performance

[. INTRODUCTION

Conditions for reaching consensus -achieving a synchronized
steady state- have been widely studied for networked dynamical sys-
tems, see e.g. [1]-[3]. A related and equally important question is how
the system performs in its effort to restore and/or maintain synchrony
in the face of disturbances. This synchronization performance can
be interpreted as a measure of efficiency or robustness, and has
been evaluated, for example, in terms of the lack of coherence or
the degree of disorder in first order (single-integrator) [4]-[10] and
second order (double-integrator) [6], [11]-[16] consensus networks.
Related robustness metrics for power systems (e.g. transient real
power losses or phase/frequency incoherency) have been assessed
in transmission and inverter-based networks [17]—-[25].

The synchronization effort, which can be formulated within a
general class of quadratic performance metrics, is evaluated in closed-
form for undirected networks in e.g., [6], [11], [18], [21], [24],
[26]-[30]. Related work explores directed interconnection topolo-
gies including spatially invariant [31] and nearest-neighbor type
interactions [15]; as well as systems with normal [5], [7], [16]
and diagonalizable [32] weighted Laplacian matrices. More general
directed graph topologies have also been considered and bounds on
quadratic metrics are obtained in [33]. The notion of effective graph
resistance [34] has been extended to directed graphs [35], [36], which
can enable the evaluation of the lack of coherence in first order
consensus networks over certain directed topologies. These works
have made progress towards evaluating the quadratic performance
metrics of directed networks, however a precise understanding of the
role of the interconnection directionality has yet to be developed.

In this note, we first define a general class of quadratic performance
metrics in terms of the L9 norm (signal energy) of the system output
when the networked system is subjected to impulse disturbances at
each node. This class of metrics can, for example, be used to quantify
the effort required to maintain a vehicle formation equilibrium (e.g.
coordination of position and velocity). Adopting the terminology
from vehicle networks, the metrics are defined in terms of either
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the position or the velocity states of agents. We develop a unifying
analysis framework that can be used to compute these performance
metrics for high-order integrator networks defined over arbitrary
directed graphs; under the mild topological assumption that the graph
contains at least one globally reachable node. This framework applies
to a broad range of systems, but here we focus on the well-studied
class defined by double-integrator networks. In particular, we exploit
our framework to isolate the underlying system properties that enable
the analysis of the role of directionality in the performance of double-
integrator networks for the special case where the interconnection
structure leads to a normal weighted graph Laplacian. In the vehicle
coordination example (e.g., spatially invariant formations [6], [12]),
this directionality can emerge from limiting the number of sensors
per vehicle.

The role of directionality is evaluated through a comparative
analysis of the performance of directed graphs and their ‘equivalent
undirected graphs’ [36], which we refer to as their ‘undirected
counterparts’. We define this undirected counterpart as the Hermitian
part of the normal weighted Laplacian matrix. Our results indicate
that the effect of directionality on performance can be characterized
by the spectral structures of the weighted graph Laplacian and
output matrices. More precisely, we demonstrate that the presence
of observable Laplacian eigenvalues with nonzero imaginary part
(i.e. the observability of modes associated with directed paths) can
significantly degrade both position and velocity based performance
compared to the systems with the undirected topology. Nevertheless,
this degradation can be eliminated for velocity-based metrics using
absolute position feedback. On the other hand, for position-based
metrics a proper combination of relative position and velocity feed-
back can, not only mitigate this degradation, but also lead to improved
performance over the systems with the undirected topology. These
results demonstrate previously undiscovered properties of the class
of directed networks emitting normal weighted Laplacians, which
have implications for their control.

The remainder of this note is organized as follows. In Section II
the system models and the performance metrics are introduced. In
Section III, we present a decomposition of the closed-loop dynamics
and discuss the stability of the input-output system. In Section IV, we
develop our general analysis framework. In Section V, we provide
the closed-form solutions for the performance metrics of the class of
double-integrator networks emitting normal weighted directed graph
Laplacians, which are used in Section VI to evaluate the role of
interconnection directionality in performance. Section VII concludes
the note.

[I. SYSTEM MODELS AND PERFORMANCE METRICS
A. Double-Integrator Networks

Consider n dynamical systems that communicate over a weighted
directed graph G = {N, &, W}. Here, N = {1, ...,n} is the set of
nodes and £ = {(4,7) | 4,5 € N, i # j} is the set of edges with
weights W = {b;; > 0] (¢,5) € £}. In the following b;; = 0 if and
only if (z,7) ¢ £. The following assumption is imposed throughout
this note.

Assumption 1. G has at least one globally reachable node.
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We consider double-integrator nodal dynamics of the form Z; +
kqt; + kpx; = u; + w;, where u; = —7p Z?:1 bij(x; —xj) —
Yd Z;’zl bij(&; — &;) Vi € N. Here, kp, kq,vp,74 > 0, denote
the control gains (which can be interpreted as augmented stiffness
and damping coefficients in vehicle networks) and w; denotes a
disturbance to the i* system. Defining v := X, the double-integrator
dynamics can be expressed in matrix form as

X 0 1 X 0
e e | MR VI

where L denotes the weighted graph Laplacian matrix given by
[Llii = 3271 bij, and [L];; = —b;j if i # j, Vi,j € N

A necessary condition for (1) to reach consensus without distur-
bance (i.e., w = 0) is that at least one of (kp,yp) and at least one of
(kq,vq) are non-zero (which follows from [3, Theorem 1], see [16,
Lemma 3] for a self-contained proof). To ensure that this condition
is met, we impose the following assumption throughout the note.

Assumption 2. System (1) has feedback in both state variables
(position and velocity), i.e. at least one of (kp,~p) and at least one
of (kq,vq) are non-zero.

B. Performance Metrics

Performance metrics that are quadratic in the state variables are
widely used to evaluate system robustness to disturbances. In this note
we focus on the analysis of such metrics through a general output
norm based approach in order to gain insight into how communication
directionality affects performance in systems of the form in (1).

For C € R9*™, the performance output

y =0Cx (@3]

will be used to quantify the performance metrics related to the
position state x. Similarly, we employ the performance output

y =Cv, 3

to quantify performance metrics related to the velocity state v.
We are interested in performance metrics of the form

P=yl, = /0 y() y()dt, 4

i.e. metrics formulated as the signal energy of a performance output
y (%), when the system is subject to an impulse input

w(t) = wod(t) )

with an arbitrary direction vector wg € R"™. Similar metrics appear
in [28] for networks over undirected graphs. Denoting the impulse
response function from w(t) to y(¢) by T'(¢), the performance output
can be written as y(t) = fg T(t — 7)w(7)d7. Combining this
equation with (5) and substituting into (4) gives

P= /Oo woT ()T (t)wodt. (6)
0

We only study input-output stable systems 7'(¢), ensuring finiteness
of (6). Stability conditions for T'(¢) are discussed in Section III-A.

We now show that for a special case of the impulse input (5), the
performance metric (6) can be computed using the Ho norm of 7'(¢).
This relationship, which is standard in the literature [17], will be used
in the upcoming sections.

Proposition 1. Consider a strictly proper and stable system G(t)
from w to'y, a random impulse input (5) with E [wow(| = I and
zero initial condition. Then ||GH%_12 =F HyHQ’,;2

[1l. BLOCK-DIAGONALIZATION OF THE CLOSED-LOOP
DYNAMICS

In this section, we express the dynamics (1) in the frequency do-
main using an approach based on [28]. This procedure facilitates the
stability analysis in Subsection III-A and provides the decomposition
of the network topological characteristics and nodal dynamics upon
which our general analysis framework in Section IV relies.

The framework, depicted in Figure 1, describes identical systems
g(s) receiving feedback that depends on an arbitrary transfer function
f(s) and the weighted graph Laplacian L emitted by the network
interconnection. Assuming that x(0) = v(0) = 0, the closed-
loop system from the input w to the position state x is given by
[(g(s) ™I + f(s)L]x(s) = w(s), which leads to

x(s) = [(I + g(s)f(5)L] " g(s)w(s) =: Hyxw(s)w(s), (7

where Hxw (s) denotes the transfer function from the input w to the
position state x.

L can be decomposed as L = RJR™!, where R € C™*" is
invertible and J € C™*" is in Jordan Canonical Form (JCF). This
decomposition transforms (7) into

x(s) = R[(I+g(s)f(5)J] " g(s)R "w(s),

as shown in the block diagram in Figure 2. Defining X := R 'x
and w := R_lw, the transfer function from w to X is

Hy (s) = [(1 + 9(s)f(5)7] " 9(s), ®)
where the following relationship holds
Hxw = RHzg R ™. ©)

J is composed of Jordan blocks Jj associated with the eigenvalues
A €Cof Lfork=1,...,m:

J = blockdiag (J)1 < <m> (10

where Jj, € C™ ™ and Y ;' ; n = n. Since L is a Laplacian
matrix, L1 = 0 with 1 denoting the vector of all ones, therefore
J1 = A1 = 0. Also Re[A\;] > 0 for K = 2,...,m due to the fact
that G has a globally reachable node [37, Theorem 7.4]. So (8) can
be written as

Hsz (s) = blockdiag (Hika (8))1§k§m’ 11)

where
Hsi,(5) = (I + 9(5)f ()]~ a(s). (12)
Here, the vectors X = [Tdpt1s--->Tdy4n,)T  and
Wy = [Wayy1,-- .,u?kornk]T respectively denote the position

state and the input to the associated subsystem, with d; = 0 and
dp = Zf;ll n; for k = 2,...,m. An equivalent representation of
the transfer function in (12) is given by the block diagram in Figure
3. The following lemma describes the form of the transfer function
in (12) which will be used to compute the performance metric (6).

x(s) y(s)

r(s)C

Fig. 1: Block diagram of the closed-loop system T'(s) from the
disturbance input w(s) to the performance output y(s) and the
closed-loop system Hxw(s) from w(s) to the position state x(s).
The performance output y(s) is given by (2) if r(s) = 1 and by (3)
if r(s) =s.
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x(s)
e

Fig. 2: Application of a change of basis given by the Jordan
decomposition L = RJR™! to the closed-loop system Hxw (s).
The feedback loop gives the closed-loop system Hzw ($).

Lemma 1. Hy, &, (s) in (12) is an upper triangular Toeplitz matrix
given by

hy(s) (1) hy(s)"
1 .
Hikﬁ/k(s) - m . . ’
hi(s)
where hy(s) = 71+§(}€s;gfs(5?(s)'
Proof. See [38], [39] for a proof. O

Remark 1. The closed-loop transfer function in Lemma 1 holds for
arbitrary open-loop and feedback transfer functions g(s) and f(s),
hence it applies to a general class of networked dynamical systems.

We next apply Lemma 1 to the double-integrator network (1).

Corollary 1. Consider the double-integrator network (1). Then,
Hg, %, (s) in (12) is the upper triangular Toeplitz matrix

hy(s) (1) hy(s) "
1
Hiz = — :
X Wi (S) 'Yp +s’7d . )
h(s)
_ Yp+87d
where hy,(s) = 52+ (kg+ra g )s+kp+rpAr
Proof. See [38], [39] for a proof. O

The transfer function from the input w to the velocity state v is
Hyw(s) := sHxw(s) since v(s) = sx(s) = sHxw(s)w(s). Then,
the closed-loop transfer function 7'(s) from the input w to the output
y can be written as

T(s) = Cr(s)Hxw(s), (13)

using the notation in Figure 1 and specifying r(s) such that
T(s) = { CHxw(s), r(s)=1 (14a)
CHvyw(s), r(s)=s. (14b)

The cases (14a) and (14b) correspond to the outputs (2) and (3),
respectively. We next provide necessary and sufficient conditions
for the input-output stability of (14a) and (14b), which ensure the
finiteness of the performance metric (6).

A. Input-Output Stability

We now state necessary and sufficient conditions for the input-
output stability of (14a) and (14b). The following assumption will be
imposed throughout the note to exclude the unstable consensus mode
of the Laplacian from the performance output.

Assumption 3. The output matrix C satisfies C1 = 0.

Wi (s) . Rk (s)

Fig. 3: Block diagram of each subsystem Hg, , for k=1,...,m.

First, we apply the change of basis in (9) to the closed-loop system
(13). Since L1 = 0, we can apply the partitioning
R=[al Rl andR'=[aq @], (15)

where a € C, qf € C1X™ is the left eigenvector of Ay = 0, R €
C*"=1and Q € C" %™ Substituting (9), (11) and (15) into (13)
we obtain

T(s) = C (ar(s) Hzyw, (5)1ai + RA(5)Q) = CRA(9)Q, (16)

where
H(s) =blockdiag (Hj(s)):=r(s) blockdiag (Hika (s)), a7
for k =2,...,m and we have used Assumption 3 and the fact that
Hg, %, (s) is a scalar. We can partition R in (15) as

R=[Ry Rm] . (18)

which is in a form that conforms to (10). Then the columns of
R, € C" "k are the right generalized eigenvectors associated
with the Jordan block Jj, in (10) for k = 2, ..., m. This partitioning
leads to the following useful definition.

Definition 1. The set of observable indices Ny, is given by

Nobsvz{ke{z...,m}|Cék#0}.

As we show next for the double-integrator network (1), stability of
the observable modes is necessary and sufficient for the input-output
stability of the system 7' given by (14a) or (14b). We assume L is
diagonalizable in Proposition 2, which is sufficient for the analysis
in Section VL.

(19)

Proposition 2. Consider the double-integrator network (1) and
suppose that L is diagonalizable and assumptions 1, 2 and 3 hold.
The system T given by (14a) or (14b) is input-output stable if and

only if

$% + (kg 4+ YaAR)s + kp + YpAi = 0 (20)
has solutions that satisfy Re(s) < 0 for all k € Npsy-
Proof. See [38], [39] for a proof. O

The stability condition in Proposition 2 can be restated as two
inequalities that solely and simultaneously depend on the weighted
Laplacian eigenvalues associated with the observable modes and the
control gains. This restatement helps characterize the allowable gain
values for given topology and performance metric of interest.

Proposition 3. Consider the double-integrator network (1) and
suppose that L is diagonalizable and assumptions 1, 2 and 3 hold.
The system T given by (14a) or (14b) is input-output stable if and

only if
ardh + Brérdr — B > 0 and ¢ > 0, k € Nopsy,

where ap, = kp+vp Re[A], ¢ = kq+vq Re[Ag], Bx = vp Im[Ag]
and &, = g Im[Ag].

2n

Proof. Applying [3, Lemma 2] to Proposition 2 gives the result. [

Propositions 2 and 3 generalize the necessary and sufficient
conditions for second order consensus [3, Theorem 1] to input-
output stability conditions, which are required for the performance
evaluation in Section VI. We next introduce our framework for
analyzing the performance of directed networks.
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IV. A GENERAL ANALYSIS FRAMEWORK

In this section, we use the block-diagonalization procedure outlined
in Section III to develop an analysis framework for the performance
of networks over arbitrary directed graphs that have at least one
globally reachable node. This framework is applicable to a general
class of nodal dynamics and will be used in the upcoming sections
for our analysis. Throughout the discussion we use both time and
frequency domain representations, which simplifies the analysis.

First, we simplify (6) using the block-diagonal form of (11) and
show that performance can be quantified as a linear combination
of scalar integrals. These integrals can be interpreted as Lo scalar
products of the elements of the closed-loop impulse response function
matrix blocks Hx, &, (t) and Hg, &, (t).

Combining (6) and (16), the performance metric in (6) can be
written as

P= / woQ H(t)* NH (t)Qwodt, (22)
0
where N = R*C*CR and H is of the form in (17) with
Ay () A (5)
Hy(s) = : (23)
Rl o (5)

for K = 2,...,m. The upper triangular form of (23) is given in
Lemma 1. Since

M :.=C*C (24)

is a symmetric matrix, it is unitarily diagonalizable, i.e.
M =0We*, W =diag(u;)i<i<n € R"", and 00" =1,

therefore N = R*OW®O*R. Using Assumption 3 and assuming
without loss of generality that p; = 0 is associated with the
eigenvector @1 = ——1, we can state N element-wise as

vn

n

(N)p—1m-1 =D (01,10)(xs, 0)py =: v
1=

(25)

for n,x = 2,...,n, where (6;,r;) = r;,0), rx and 6; respectively
denote the columns x and [ of R and ©.

Using this notation, (22) can be written in terms of the scalar
products between the elements of Hj,(t), which are given by the
element-wise inverse Laplace transforms of (23).

Theorem 1. The performance metric P in (22) is given by

P=tr(ZqV¥), (26)
where o
Yo =Q¥0Q", Lo = wowy, 27)
and the matrix U is partitioned as W = [Wlocp 1<, -
Furthermore, the entry (q,b) of the matrix Yy for
k,l = 2,...,m is given by
ShS AUIC
Wity = D D Vagtpady+a <hab (), hpg (t)>L ;@28
p=1la=1 2
where oo
7l 7 (k 7 (k 7
EQwaRo), = [CHoRoe e

Here the indices q =1,...,np and b= 1, ... ,n; are determined by
the Jordan block sizes ny, and n;. Terms of the form in (25) appear
in the summand of (28) and their indices take values larger than the
sum of the previous Jordan block sizes, namely dj, = Z;:ll n; and

-1
dy = Zi:1 ng.

Remark 2. For the special case in which L is diagonalizable each
Jordan block is a scalar, i.e. n, = 1, and (28) leads to
Upy = vt <f~l(l)(t),7~1(k)(t)> :
Lo
Here we dropped the subscripts of ﬁgf]) for simplicity. The case with
diagonalizable L was studied in [28], [29] and Theorem 1 provides

a generalization to the case of arbitrary Jordan block size ny, for
k=2,...,m.

Proof of Theorem 1. Taking the trace of both sides of (22) and using
the permutation property of the trace yields P = tr (QWOWSQ* \I/) ,
where W(t) = [ H(t)* NH(t)dt. Partitioning N conformally so
that its (k,!) block is given by Nj;, one can write
oo
Uy = / Hy. ()" Ny Hy () dt, (30)
0
for k,l = 2,...,m. Direct multiplication of the matrices in the

integral argument and interchanging the order of integration with the
summation gives the desired result. O

Remark 3. Since N = N*, i.e. Ny = Nj, (30) leads to Wy, =
U}y, therefore U is Hermitian. The fact that Yq in (27) is also
Hermitian leads to tr (SqV) = tr [(Sq¥)*] = tr (SqWV), which
verifies that P in (26) is real as expected.

As Theorem 1 indicates, (26) can be expressed in closed-form if
the integral in (29) can be evaluated. Theorem 1 therefore provides a
general framework for the computation of the performance metrics,
which can be utilized by first deriving time-domain realizations of the
transfer functions fzz(,z)(s) in (23), and then using these realizations
to evaluate the integral in (29). We refer the reader to [38], [39]
for the computation of closed-form solutions to general quadratic
performance metrics of single and double-integrator networks over
arbitrary directed graphs that have at least one globally reachable
node. We next focus on systems emitting normal Laplacian matrices
to illustrate a specific application of our general framework.

V. CLOSED-FORM SOLUTIONS WITH NORMAL
LAPLACIANS

In this section, we provide the closed-form solutions of the
performance metrics for the class of systems whose interconnection
topologies emit normal weighted Laplacian matrices, using our
general framework. We will then use these closed-form solutions to
investigate the role of interconnection directionality in Section VI.

First recall Definition 1, which introduced the set of observable
indices Nypgp in (19). If L is normal, it is diagonalizable, and we
can re-state this set as

Nobsv:{ke{za---vn}|Crk#0}7

recalling that rz denotes the Kt right eigenvector of L as defined
in (15). We now present two lemmas that will be useful in proving
the upcoming results.

Lemma 2. For k € {2,...,n}, the eigenvalue-eigenvector pair
(b, Or) of M in (24) satisfies py, = 0 if and only if C0y, = 0.
Proof. See [38], [39] for a proof. O

Lemma 3. Suppose that L is normal. For k € {2,...,n}, vp in
(25) satisfies

1) vgr =0 if and only if k & Nopso-

2) v > 0 if and only if k € Nopgy.

Proof. See [38], [39] for a proof. O
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We now provide the closed-form solutions to the general quadratic
performance metrics for the class of double-integrator systems that
emit normal Laplacian matrices. This result generalizes the result
given in [16, Corollary 2] to position and velocity based performance
metrics with arbitrary output matrices.

Lemma 4 (Double-Integrator, Normal Laplacian). Consider the
double-integrator network (1). Suppose that L is normal and the input
wo in (5) has unit covariance, i.e. E[Xg] = I. Then, the expectation
of the performance metric P in (4) is

E[P] = T3, = o ’
[P] = I3, ke%gyukkz(akqsi T Brtndn — BD)

€29

for the position-based output, i.e. the system T given by (14a) and

EkBr + drag
ke%:obsuykk 2(ad? + Brlrdr — B7)’

E[P] = T3, = (32)

for the velocity-based output, i.e. the system T’ given by (14b); where
ar = kp+yp Re[Ar], ¢ = ka+vaRe[Ag], B = vp Im[Ag] and
ke = va Im[Ag].

Proof. See [38], [39] for a proof. O

Note that per Lemma 3 all v in (31) and (32) are positive. In
addition, stability guarantees that the numerators and the denomina-
tors in (31) and (32) are positive due to Proposition 3. Therefore,
the performance metrics are guaranteed to be positive quantities as
expected.

In the next section, we study the effect of interconnection direc-
tionality on performance.

VI. THE ROLE OF INTERCONNECTION DIRECTIONALITY

In this section, we use the closed-form solutions from the previous
section to investigate the effect of directionality. The class of graphs
with normal weighted Laplacian matrices can for example arise in
spatially invariant systems [6], [12], which are commonly used to
model vehicle formations. Given any normal weighted Laplacian
matrix L, we extract its Hermitian part as

;, L+L*

L = 5
Since L is weight-balanced [5, Lemma 4], (33) gives the Laplacian
matrix of an undirected graph G’ = {N, &', W'}, where &' = £ U
{(4,4) | (3,7) € E} and W' = {w | b;; € W}. In other words,
G' is the undirected counterpart of G resulting from creating reverse
edges in G and re-defining edge weights such that both graphs have
the same nodal out-degree. Defining these two related graphs enables
a comparison between an undirected vehicle formation and that with
limited sensor placement (e.g. uni-directional measurements) or non-
symmetric weighting of bi-directional measurements. Normality of L
and (33) imply that the spectrum of L’ has the property,

,n}.

In addition, since L is normal, it has eigenvalues with non-zero
imaginary parts if and only if its graph G is directed. For disturbance
inputs that are uniform and uncorrelated across the network, we
observe that both the position and velocity based performance metrics
(31) and (32) depend on both the real and imaginary parts of the
Laplacian eigenvalues. Therefore, comparison of directed graphs G
and their undirected counterparts G’ can reveal the interplay between
the imaginary parts, i.e. edge directionality and control strategy
(selection of control gains) that determines overall performance.

(33)

spec(L") = {Re[\i]|\; € spec(L),i=1,... (34)

A. Position based Performance

We now provide a comparison of double-integrator systems with
respective Laplacians L and L’ for the position based performance
metric (31).

Remark 4. The performance metric in (31) simplifies to an expres-
sion that does not explicitly depend on Im[\g] if Bk dk —ﬁz = 0 for
all k € Nypsy- This condition holds if Tm[\;] = 0 for all k € Nypsy,
i.e. the effect of directed paths is not observed from the output, or L
is symmetric, or vp = 0, i.e. relative position feedback is absent. If
Brépdr — ﬂ,% =0 for all k € Ny, (31) reduces to

1

T\3,, = -
1T 34, Wi;b YRE D ey + vp Relv) (Fa + 7 Rel])

(35)

when the stability condition (21) from Proposition 3 holds.

The following Lemma shows the effect of the imaginary parts
of the weighted Laplacian eigenvalues on the position based per-
formance (31) of the double-integrator network (1).

Lemma 5 (Characterization of Position based Performance via the
Observable Eigenvalues). Consider the double-integrator network (1)
and the performance metric P in (4). Let T and T' be the systems
given by (14a) with weighted Laplacian matrices L and L'. Suppose
L is normal and L' is given by (33). Then the following hold:

D T3y, = IT' 13y, if Im[Ax] = 0 Yk € Nopse-

2) |ITlI3,, < |13, i

’Yd(kd + Y4 Re[Ak]) —Tp 2 Oa Vk € Nobsv- (36)

Furthermore, T||%_L2 < HT/H%LQ if in addition at least one of the
inequalities in (36) strictly holds for some k € Ny, such that
Im[A] # 0 and relative position feedback is present, i.e. vyp > 0.
Similarly, | T3, > |T"|3,, i

’Vd(kd + Yd Re[Ak]) — Tp S Oa Vk € Nobsv-

(37)

Furthermore, TH%_[Q > HT’H%_‘L2 if in addition at least one of
the inequalities in (37) strictly holds for some k € Noyyg, such
that Tm[Ag] # O and relative position feedback is present, i.e.
¥p > 0.

Proof. Invoking Remark 4 and using (34), both ||T||f2H2 and ||T’||%_[2
are given by (35) which leads to Item /). Condition (36) implies that
Brérdr — 6,% > 0 for k € N, therefore

Pk <
2(pdt + Brlrdr — BE) ~ 20k¢y’

Since vgp > 0 for k € Nypsp due to Lemma 3, multiplication of
both sides of (38) by v and summation of the inequalities gives
||TH%{2 < ||T’||§{2. If in addition to (36) at least one of these
inequalities strictly holds for some k € Ny, such that Im[Ag] # 0
and v, > 0, then ||T||%_L2 < ||T’H%_[2. The reverse inequalities follow
from (37) using similar arguments. O

ke Nobsv- (38)

Remark 5. Note that the results in Lemma 5 hold for any output
matrix C' satisfying Assumption 3. The terms vy}, contain parameters
that depend on C' as given in (25). Since the Laplacians L and L'
share their eigenspace, these terms are common in their respective
performance metrics.

It is necessary that at least one observable eigenvalue does not lie
on the real line for the performance of the directed and undirected
systems to differ, and the gains need to be tuned based on these
eigenvalues to improve performance. We next use this result to char-
acterize the position-based performance of directed and undirected
double-integrator systems in terms of relative feedback.
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Theorem 2 (Characterization of Position based Performance via

Relative Feedback). Consider the double-integrator network (1) and

the performance metric P in (4). Let T and T’ be the systems given

by (14a) with weighted Laplacian matrices L and L'. Suppose that

L is normal and L' is given by (33). Then the following hold:

1) If relative position feedback is absent, i.e. yp = 0, then HT||§_[2 =
17113,

2) If relative position feedback is present and relative velocity
feedback is absent, i.e. vp > 0 and v4 = 0, and Im[\;] # 0
for some k € Npsy, then HTH%LZ > HT'H?_Q‘

3) If both relative position and velocity feedback are present, i.e.
Yp > 0 and vq > 0, and Im[ ;] # O for some k € Ny, then
there exists % and 7, that satisfy

¥k Tp k
min Re[\;] < H--¢ < 7—’2’——01 < max Re[\g],
keNabsv) ’Yd Yd 'Yd Yd keNabsv)
Im([Ag]#0 Im([Ag]#0

2 2 2 2
such that |7, < |71, i 10 < 3, and |TI, > T3,
iy > Ty

Proof. Invoking Remark 4 and using (34) leads to Item /). Item 2)
follows from Lemma 5 by setting 7p > 0 and v4 = 0 in (37). To
prove Item 3) we observe from Lemma 5 that
2 2
T > max Ya(ka + vaRe[\g]) = yu = |5, > 17”134,

obsv>

Im[Ag]#0
. 2 2
W < | min Ya(ka +vaRe[Ak]) = v = 1T 5, < 1T I3, -
bsv»
Im[Ap] 0
2 2 2 2 .

So |73, = ||TIHH2 ifyp = 7 and [|T']|3,, < ||T/||7-L2 if yp < Ty
for some 7, € [vl,Q'yu], since !TH%_LQ and ||T’||g_t2 archontinuousQin
P / . — !/

Vp- Similarly, || T3, = [T"[I3, if vp = 7, and | T[|3,, > 1773,
if yp > 7, for some 7, € [Vi, Yu]. Finally we note that Yy <
7p because otherwise vp = 7, > Tp would imply that ||T||$_L2 =

T'12,. and ||T)|%,. > ||T"||?,. must simultaneousl hold, which is
Ho Ho Ho y
a contradiction. O

Directionality degrades performance for metrics that capture some
of the modes resulting from the directed paths (i.e. Im[Ag] # 0
for some k € Npg,) if relative position feedback is used without
relative velocity feedback. This degradation can be addressed in
several ways depending on the available feedback. For example,
omitting relative position feedback (which requires absolute position
feedback due to Assumption 2) can mitigate this degradation. In this
case, the directionality of relative velocity feedback does not affect
performance as directed and undirected systems perform identically.

When both types of relative feedback are used, tuning their
respective gains properly can, not only mitigate the performance
degradation, but also lead to the directed system outperforming its
undirected counterpart. Therefore, it is critical to have relative veloc-
ity feedback in addition to relative position feedback. In other words,
the directed system performs better than its undirected counterpart
for sufficiently small relative position gain (the converse is true for
sufficiently large relative position gain). This sufficient magnitude
is determined by the velocity gains as well as the magnitude of the
real parts of the observable eigenvalues that have non-zero imaginary
parts. As a consequence, a judicious control strategy depends on the
topological characteristics of the network.

B. Velocity based Performance

This subsection provides a comparison of the double integrator
systems with respective Laplacians L and L’ in terms of the velocity
based performance metric given in (32).

Remark 6. The performance metric in (32) simplifies to an expres-
sion that does not explicitly depend on Im[\] if B = 0 for all
k € Nypsy- This condition holds if Im[A\,] = 0 for all k € Ny,
i.e. the effect of directed paths is not observed from the output, or L
is symmetric, or yp = 0, i.e. relative position feedback is absent. If
Br = 0 for all k € Nypsy, (32) reduces to

1
T3, = Vpp——————————, (39)
1Tl = > vk Ref)

keNobs'u

when the stability condition (21) from Proposition 3 holds.

In contrast to the position based performance metric in (35), the
velocity based performance in (39) depends only on the absolute or
relative velocity feedback and its denominator is affine in Re[Ag]. So,
absolute or relative position feedback does not affect velocity based
performance if G is undirected.

The following theorem demonstrates that if the velocity based per-
formance of the system given by (14b) is considered and its directed
graph emits a normal weighted Laplacian, its o norm is lower
bounded by the Ho norm of the corresponding undirected system
whose interconnection is defined by (33). This result highlights the
inability of standard feedback schemes to mitigate velocity-based
performance degradation caused by directionality.

Theorem 3 (Characterization of Velocity based Performance). Con-

sider the double-integrator network (1) and the performance metric

P in (4). Let T and T’ be the systems given by (14b) with weighted

Laplacian matrices L and L'. Suppose that L is normal and L' is

given by (33). Then the following hold:

D T3y, 2 17113,

2) ||T||3rt2 > ||T'Hgd2 if and only if Tm[Ag] # O for some k € Ny
and relative position feedback is present, i.e. vp > 0.

3) ITN3e, = T |3, if and only if Tm[A] = 0 Vk € Nopgy or
relative position feedback is absent, i.e. yp = 0.

Proof. Since —f7 = —~2 Im[\]? < 0, it holds that

aRdi + Buludr — B < apd + Bubrdr, k€ Nopsy-  (40)
Stability condition (21) from Proposition 3 states that
i + Brékdr — Bi > 0 and ¢, > 0, k € Nopsy  (41)
Therefore, (40) can be re-arranged as
EkBrk + Prak 1
> —, k€ Nppsy. 42)
k9P + Belkdr — By~ bk oy
Since vy, > 0 for k € Nyps, as shown in Lemma 3,
E6Br + Py 1
Vkk > Vkkgr k€ Nopsy-  (43)
2(ar ¢} + Brékdr — Br) 20 e

Summation of the inequalities given in (43) and using (32) and (39)
leads to Item /).

To prove the necessity part of Item 2), we observe that 7,3,% =
f'yg Im[)\k}2 < 0 for some k € Ny, therefore (40) strictly holds
for such k. Then by a similar argument to the one used to prove Item
1), (43) strictly holds for such k as well, which leads to HTH%_[2 >
||T’||$_[2. To prove sufficiency suppose that HT||%_£2 > HT’H%{Q. Using
(32) and (39), this inequality implies that (43) strictly holds for some
k € Nypsy (otherwise ||T||3rt2 = ||T’||3_12). Since v, > 0 for
k € Nypsy, (42) strictly holds for some k € Ny, as well. Using
(41) and re-arranging terms leads to 57 = 'yg Im[Ag]% > 0 for some
k € Nypsy implying that Im[A\;] # 0 for some k € Npg, and
~vp > 0. Finally we note that items /) and 2) imply Item 3). O

Unlike position based performance, there does not exist a choice
of control gains for the directed system that gives better velocity
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based performance compared to its undirected counterpart for any
output matrix C satisfying Assumption 3. Furthermore, when relative
position feedback is used, the directed system performs strictly worse
compared to its undirected counterpart under metrics capturing the ef-
fect of the directed interconnection. They perform identically without
relative position feedback or if metrics do not capture directionality.

When the overall system performance is considered in terms of
both position and velocity based metrics, a trade-off emerges. For
systems with observable directed paths, it is possible to have perfor-
mance equal to that of their undirected counterparts for both position
and velocity based metrics by omitting relative position feedback. But
this is true only if absolute position feedback is used, as it is required
for stability (Assumption 2). Therefore, unless absolute position
measurements are available, the directed system requires well-tuned
gains to prevent degradation of the position-based performance (or
to possibly improve it), while it will always have worse velocity-
based performance compared to the undirected system. For directed
systems with absolute position feedback, improving position-based
performance comes at the expense of the velocity-based performance.

Remark 7. For the metric defined as the variance of the full-state,
the Ho norm of a linear system can be upper bounded by the Ho
norm of a system whose dynamics emit the Hermitian part of the
original state matrix [33, Theorem 2]. In the case of double-integrator
networks, this comparison does not explicitly account for the Lapla-
cian eigenvalues, i.e. interconnection directionality. In contrast, we
characterized the role of directionality in general quadratic metrics
by identifying the interplay between complex Laplacian eigenvalues
and the control strategy. This interplay also contrasts the equivalence
of effective graph resistance between directed cycle and path graphs
and their respective undirected counterparts [36, Proposition 1].

Remark 8. Scaling properties of network performance with respect
to network size and graph structure have been investigated, see
eg. [6], [12], [31], [40]. Normal Laplacian matrices can rep-
resent some of these graph structures, including regular graphs
(spatially invariant formations in multiple dimensions). Our closed-
form solutions provide generalizations of those previously reported
for this class of network topologies [6], [12], [31] by addressing
the case of general quadratic performance metrics. Our analysis
also complements the scaling properties established for large-scale
networks by demonstrating the role of directionality when the network
size is a fixed parameter.

Remark 9. A subclass of directed graphs emitting normal Laplacians
can destabilize integrator networks of sufficiently large size unless
absolute feedback of certain states is deployed [31], [41]. For this
subclass of directed graphs, we consider cases ensuring stability
through either appropriate absolute feedback or allowable network
size that is determined by network topology and control gains.

C. Example: Position and Velocity based Performance with
Uni-directional vs. Bi-directional Feedback

We now consider a cyclic digraph in which each node has uniform
out-degree d and the uniformly weighted edges that start at each
node reach w succeeding nodes. This results in ‘look-ahead’ type
state measurements through w communication hops. The respective
weighted Laplacian is given by
LY(d,w)=dxcirc ([1 - ... -1 0

w w

o).

where d e RT, w e ZT, w<n—1and circ(+) denotes the circulant
matrix generated by permuting the row vector in the argument. The

(44)

7
Jordan decomposition of L = LY gives [42]
LN~ —i2Ei(k-1)
Je=Mp=d|[1-=3 e dmilh-l 45
k k ( o ;6 ) (45)

for k=1,...,n. Choosing o = ﬁ in (15), the columns of R are

1
il
for I = 2,...,n. For the special case of uni-directional feedback, we
set d =1 and w = 1 in (44) therefore

LY, 1) + L°(1, 1)

2 )
where we have used (33) to also define the corresponding bi-
directional feedback. We consider the respective systems 7" and T"
with an arbitrary output matrix C' € R"™*™ that satisfies Assumption
3, for n = 50.

For the double-integrator network (1) given by (14a) (position
based performance), Figure 4a shows that, using relative position
feedback without relative velocity feedback (y, > 0 and v4 =
0) leads to worse performance with directed interconnection, in
accordance with Item 2) of Theorem 2. It is when both relative
position and velocity measurements are used (yp > 0 and 4 > 0)
that the directed cycles can be utilized to attain better performance by
tuning the gains. Per Item 3) of Theorem 2, sufficiently small vy, (i.e.
sufficiently large velocity gains k; and ~,) improves the performance
of the directed interconnection relative to its undirected counterpart;
but the performance degrades for sufficiently large v, as shown in
Figure 4b. Directed cycles require less communication and thus can
be preferable, provided the gains are carefully selected.

For the double-integrator network (1) given by (14b) (velocity
based performance), Figure 4c shows that relative position feedback
degrades performance if the cycles are directed. But the performance
is comparable to that of the undirected system for sufficiently small
vp, equaling it at yp = 0. This supports the results of Theorem 3.

r = AZE(-1) ej%r(l—l)(n—l)]*’ (46)

L=LY(1,1) and L =

VIl. CONCLUSION

We developed an analysis framework to compute general quadratic
performance metrics for integrator networks defined over arbitrary
directed graphs that have at least one globally reachable node. We
used this framework to study the class of directed graphs with normal
weighted Laplacians. The analysis reveals the importance of well-
designed feedback for mitigating any performance degradation in
double-integrator networks with this class of directed graphs; and
the potential for exploiting directed feedback to improve performance
over that of its undirected counterpart. Our framework can be used
to obtain further insights into the effect of topological characteristics
on network performance, see [38], [39] for other applications.
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