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Abstract

Voltage collapse is a type of blackout-inducing dynamic instability that occurs when power demand exceeds the maximum
power that can be transferred through a network. The traditional (preventive) approach to avoid voltage collapse is based on
ensuring that the network never reaches its maximum capacity. However, such an approach leads to inefficient use of network
resources and does not account for unforeseen events. To overcome this limitation, this paper seeks to initiate the study of
voltage collapse stabilization, i.e., the design of load controllers aimed at stabilizing the point of voltage collapse. We formulate
the problem of voltage stability for a star direct current network as a dynamic problem where each load seeks to achieve a
constant power consumption by updating its conductance as the voltage changes. We introduce a voltage collapse stabilization
controller and show that the high-voltage equilibrium is stabilized. More importantly, we are able to achieve proportional load
shedding under extreme loading conditions. We further highlight the key features of our controller using numerical illustrations.
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1 Introduction

Loads with constant power consumption tend to dynam-
ically reduce their effective impedance as a means to
compensate for a reduction on the power supplied by the
network [16]. However, when the network power trans-
fer capacity is met, further reduction on the effective
impedance results in a greater gap between the power
supplied to the load and the power demanded by it. This
continuous update on the effective impedance results in
an abrupt voltage drop that leads to Voltage Collapse
(VC) [10, 11]. From a dynamical systems perspective,
VC is the manifestation of a saddle node bifurcation
where a stable and an unstable equilibrium coalesce, and
disappear. As a result, VC is by definition a dynamic
phenomenon that naturally depends on the load dynam-
ics.

Despite its dynamic nature, voltage stability studies
have traditionally focused on static analyses, based on
load flow equations [5], ensuring enough generation and
transmission capacity to avoid VC [7]. The vast majority
of work focuses on the quantification of generation- and
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network-side voltage stability margins. Demand-side
management tools are limited [15]. Operating within
the stability margins ensures the system never reaches
its limits. Classical system stability metrics include
[1, 3, 4, 12], and more recently [8, 17]. However, existing
stability margins implicitly enforce a trade-off between
reliability against VC and efficient use of resources [14].

Fortunately, the rapid development of power electronics
and information technology [2] has the potential to pro-
vide enough demand-side controllability that could al-
low us to consider more alternatives for preventing VC.
Here, we introduce one such alternative with the study
of voltage collapse stabilization. Specifically, we aim to
investigate how to use (flexible) demand response to re-
duce consumption and match network capacity, when
total demand exceeds it. In this way we prevent inflexi-
ble demand from driving the system to VC. To the best
of our knowledge, this work is the first effort to design
dynamic, demand-side controllers aimed at preventing
VC. Such a control scheme needs to overcome several
challenges that arise from the dynamic nature of VC.

First, the controller needs to stabilize an operating point
that is unstable under normal operating conditions. 1

1 At a saddle node bifurcation a stable and an unstable
equilibrium coalesce, which leads to an unstable equilibrium
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Further, the stabilization procedure should be robust to
the presence of conventional loads that are not willing
to reduce their consumption – referred here as inflexible
loads. Thus, in the presence of both flexible and inflexible
loads in a system, we ask the following questions:

• Is voltage collapse stabilization feasible?
• Can a stabilizing controller distribute efficiently the

necessary demand reduction among flexible loads?

In this work, we provide an initial answer to these ques-
tions for a direct current (DC) star network. We consider
a resistive star network where each load seeks to consume
a constant amount of power by dynamically updating
its conductance using a first order voltage droop. De-
spite its simplicity, this model captures the fundamental
drivers of VC 2 .

Indeed, when all loads are inflexible (nominal condi-
tions), we show that if the total demand is smaller than
the network capacity, the system has a stable and an un-
stable equilibrium. Further, when demand exceeds ca-
pacity, we analytically show that the voltage v(t) → 0
as t→∞, i.e., the voltage collapses. Once the setup has
been analytically validated, we introduce the voltage col-
lapse stabilization controller that stabilizes voltage col-
lapse, even in the presence of inflexible loads, as long as
flexible demand is not depleted. Further, we show that
stabilization can be achieved with a proportionally fair
allocation of load shedding.

The rest of the paper is organized as follows. Section
2 introduces our DC network model of constant power
loads. Section 3 investigates the properties of a system
that comprises only inflexible loads and characterizes
the region of stable equilibria. Section 4 describes our
voltage collapse stabilization controller and character-
izes the equilibria of the new system. Section 5 studies
the stability of each equilibrium point at different op-
erating conditions. We illustrate several features of our
controller using numerical simulations in Section 6 and
conclude in Section 7.

2 Problem Setup

We consider the star DC network model shown in Fig-
ure 1, where E denotes the source voltage, gl the con-
ductance of a transmission line that transfers power
to n loads, and gi denotes the ith load conductance,
i ∈ N := {1, . . . , n}. We consider two sets of loads, with
F = {1, ..., nF } being the set of flexible loads (nF = |F |),
and I = {nF + 1, ..., n} being the set of inflexible loads
(nI = |I|). The set of all loads isN = I∪F = {1, . . . , n}.

[9].
2 The model and our results also extend to a fully reactive
alternating current star networks.

Fig. 1. Star DC network with n dynamic loads.

For any subset S ⊆ N , we denote the vector of conduc-

tances of loads in S by gS ∈ R|S|≥0 and

ḡS(g) =
∑
i∈S

gi. (1)

Throughout the paper it is important to keep track of the
dependence of several quantities, e.g., voltages, powers,
and their derivatives. This explicit dependence (·) (e.g.,
ḡS(g)) is highlighted when quantities are introduced, but
dropped later on (e.g., ḡS) to improve readability of the
formulae.

Using this notation, we can use Kirchoff’s Voltage and
Current Laws (KVL and KCL) to compute the voltage
applied to each load

v (ḡN) =
E · gl
ḡN + gl

. (2)

where, from (1), ḡN =
∑
i∈N gi.

Then, the total power consumed by each load i ∈ N
becomes

Pi(g) = v2gi =

(
E · gl
ḡN + gl

)2

gi.

The difference between the power consumed by each load
i ∈ N and its nominal demand P0,i ≥ 0 is

∆Pi(g) = Pi − P0,i. (3)

The total power consumed by all loads in the system is

P̄N(ḡN) =

n∑
i=1

Pi =
(E · gl)2

(ḡN + gl)
2 ḡN. (4)

Similarly, total demand is defined as

P̄0,N =

n∑
i=1

P0,i,

and the difference between total power supply and power
demand is

∆PN (ḡN) =

n∑
i=1

(Pi − P0,i) = P̄N − P̄0,N, (5)

2



where the dependence on ḡN follows from (4).

Network Capacity (Pmax): Voltage collapse in a DC
network can result from the network reaching its maxi-
mum capacity [16]. Therefore, it is of interest to compute
the maximum value of P̄N(ḡN) in (4). A straightforward
calculation leads to

∂

∂ḡN
P̄N (ḡN) =

(Egl)
2

(ḡN + gl)3
(gl − ḡN) . (6)

From (6), we can see that P̄N (ḡN) is an increasing func-
tion of ḡN whenever ḡN < gl, and decreasing when ḡN >
gl. Therefore, when ḡN := gl, the maximum power that
can be supplied through the line is

Pmax =
E2gl

4
. (7)

Dynamic Load Model: We assume that each load
i ∈ N has a constant power demand P0,i. For an in-
flexible load i ∈ I, this demand P0,i must always be
(approximately) satisfied. This is achieved by dynami-
cally changing the conductance gi in order to change the
power supply Pi(g). Following [18], we use the following
dynamic model

ġi =− (v2gi − P0,i) = −∆Pi, i ∈ I. (8)

Notice that Rn≥0 is invariant, since whenever gi = 0 then

(8) implies that ġi > 0.

For the flexible loads, we assume that they are willing to
consume less than P0,i whenever P̄0,N :=

∑
i∈N P0,i >

Pmax. Thus, our goal is to design a control law

ġi = ui, i ∈ F, (9)

where the input ui is such that in equilibrium ∆Pi(g) = 0
whenever P̄0,N < Pmax.

Power Flow Solutions: Given an equilibrium g∗ of
(8)-(9), there exists a unique voltage v∗ and power con-
sumption P (g∗) = (Pi(g

∗), i ∈ N). The pair (v, P ) is
referred as power flow solution. Thus, given the one-to-
one relationship between g and the pair (v, P ), we refer
to g∗ as a power flow solution.

3 System Analysis with Inflexible Loads

Throughout this section we validate our inflexible load
model by showing that, whenN = I (all loads are inflex-
ible), if the demand P̄0,N exceeds the maximum deliver-
able power Pmax (P̄0,N > Pmax), the system undergoes
VC. We further characterize the region of stable equilib-
ria of (8) when P̄0,N < Pmax and motivate the need for
coordination to prevent voltage collapse.

3.1 Voltage Collapse

We first show that (8) undergoes VC in the overload
regime (P̄0,N > Pmax). To this aim, we provide a formal
definition to VC.

Definition 1 (Voltage Collapse) The system (8) un-
dergoes voltage collapse whenever v(g(t)) → 0 as t →
+∞.

We can show that voltage collapse occurs from the re-
sponse of loads to overloading.

Theorem 1 (Voltage Collapse) The dynamic load
model (8) with I = N undergoes voltage collapse when-
ever ε := P̄0,N − Pmax > 0.

Proof : We have already pointed out that Rn≥0 is invari-

ant. Also, it is easy to check that (8) is globally Lipschitz
on Rn≥0 since gl > 0. Thus, by [9, Theorem 3.2] there

is a unique solution to (8), g(t), that is defined ∀t ≥ 0.
Now, consider the function V (g) =

∑
i∈N gi, and let

S+
V (a) = {g ∈ Rn≥0 : V (g) ≤ a}. By taking the time

derivative of V we get

V̇ (g) =

n∑
i=1

ġi = −
n∑
i=1

Pi(g)− P0,i

≥ P̄0,N − Pmax = ε > 0.

Therefore, ∀a ≥ 0, if g(0) ∈ S+
V (a), the solution g(t) es-

capes S+
V (a) in finite time. It follows then that ‖g(t)‖ →

∞ as t→∞, i.e., ḡN(t) grows unbounded. Therefore, by
(2) v(ḡN(t))→ 0 and the system’s voltage collapses. �

3.2 Equilibrium Analysis with Inflexible Loads

Since (8) undergoes VC when P̄0,N > Pmax, in this sec-
tion we will study the properties of the equilibria of (8)
when P̄0,N < Pmax. The following lemma will allow us
to characterize these equilibria.

Lemma 1 (Intermediate Value Theorem [13])
Let f : R → [a, b] ⊂ R, continuous function. For any
ψ ∈ (f(a), f(b)) there exists ξ ∈ [a, b] such that f(ξ) = ψ.

Theorem 2 (Equilibrium Characterization of (8))
Let I = N . Then, the equilibria of system (10) have the
following properties

a) When 0 < P̄0,N < Pmax, the system (10) has two
equilibria g∗1 , g

∗
2 ∈ Rn such that

ḡN(g∗1) < gl < ḡN(g∗2). (10)

b) When P̄0,N = 0, the system (10) has one equilibrium
g∗1 = 0.

3



c) When P̄0,N = Pmax, the system (10) has one equi-
librium g∗ such that ḡN(g∗) = gl.

Proof : Let g∗ an equilibrium of (8). Summing (8) for all
i ∈ N together with (5) and (4) gives

∆PN(ḡ∗N) =
(Egl)

2
ḡ∗N

(ḡ∗N + gl)2
− P̄0,N = 0. (11)

a) Since P̄0,N > 0, we multiply both sides of (11) by

− (ḡ∗N+gl)
2

P̄0,N
to get

(ḡ∗N)
2

+

(
2gl −

(Egl)
2

P̄0,N

)
ḡ∗N + g2

l = 0. (12)

This is a second order polynomial in ḡ∗N and has at most

two real roots ḡ
(1)
N , ḡ

(2)
N .

Equation (12) has 2 distinct real roots if and only if(
2gl −

(Egl)
2

P̄0,N

)2

− 4g2
l > 0 ⇐⇒

P̄0,N <
(Egl)

2

4gl
=
E2gl

4

(7)
= Pmax.

Thus, when P̄0,N < Pmax then (12) has two equilibria

g∗1 and g∗2 whose sum, ḡ
(1)
N and ḡ

(2)
N , are distinct. We

assume, without loss of generality, ḡ
(1)
N < ḡ

(2)
N . Consider

the function ∆PN(ḡN) given in (11). It follows from (5)
that

∂∆PN(ḡN)

∂ḡN
=
∂P̄N(ḡN)

∂ḡN

(6)
=

{
> 0, ḡN < gl
< 0, ḡN > gl

We can prove by contradiction that the two roots of
∆PN(ḡN) satisfy (10). If (10) is not met, then both equi-

libria ḡ
(1)
N , ḡ

(2)
N are either in (0, gl) or in (gl,+∞). In the

first interval ∆PN is strictly increasing, whereas in the
second ∆PN is strictly decreasing. In this case,

0 = ∆P̄N

(
ḡ

(1)
N

)
6= ∆P̄N

(
ḡ

(2)
N

)
= 0,

contradiction. Therefore, (10) holds.
Finally, we show that (8) has exactly two equilibria by

computing all possible equilibria. Substituting ḡ
(i)
N , i =

1, 2, into (2) results in

v
(
ḡ

(i)
N

)
=

Egl

ḡ
(i)
N + gl

(8)⇒ g
(i)
j =

P0,i

v2
(
ḡ

(i)
N

) , i = 1, 2,

for all j ∈ N .

b) Since P0,i ≥ 0 ∀i ∈ N , then the trivial case where
P̄0,N = 0 arises only when P0,i = 0 ∀i ∈ N . In that case
(8) immediately leads to g∗i = 0 ∀i ∈ N . We can also
check that when g∗2 ≥ 0 and ḡN(g∗2) = +∞, then g∗2 also
satisfies (11). However, g∗2 is not finite.

c) In the non-trivial case where P̄0,N = Pmax
(7)
= E2gl

4 ,
the discriminant of (12) becomes

∆ =

(
2gl −

(Egl)
2

Pmax

)
−4g2

l

(7)
=

(
2gl −

(Egl)
2

E2gl
4

)
−4g2

l = 0.

Then, (12) becomes

(ḡ∗N)
2

+

(
2gl −

(Egl)
2

E2gl
4

)
ḡ∗N + g2

l = (ḡ∗N − gl)
2

= 0,

which has the unique solution ḡ∗N = gl. Substituting
ḡ∗N = gl into (2) leads to v∗ = E

2 . Plugging v∗ into (8)

and solving for g∗i gives the unique solution g∗i =
4P0,i

E2

∀i ∈ N .

�

3.3 Stable Region Characterization

We end this section by characterizing the region of the
state space that admits locally asymptotically stable
equilibrium points of (8). The following lemma will be
instrumental for this task.

Lemma 2 (Rank-1 plus scaled identity matrix)
For w ∈ Cn×1, 1n ∈ Rn a column vector of all ones,
In ∈ Cn×n the n × n identity matrix, and q ∈ C, the
eigenvalue-eigenvector pairs (ρ, x) ∈ C×Cn of the Rank-
1 Plus Scaled Identity (RPSI) matrix B = w1Tn +qIn are

(ρ, x) =

{
(q, e1 − ei) , i ∈ {1, .., n− 1} ;

(
∑n
i=1 wi + q, w) , i = n.

(13)

We are now ready to characterize the stable region of
(8). For that, we consider the set

M :=

{
g ∈ Rn≥0 :

∑
i∈N

gi < gl

}
.

Theorem 3 (Stable Region Characterization) A
hyperbolic equilibrium 3 g∗ of (8) is stable if and only if
g∗ ∈M .

3 An equilibrium is hyperbolic if the Jacobian of the system
at the equilibrium point is nonsingular.

4
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Fig. 2. Bifurcation Diagram of (8). As total demand ap-
proaches the capacity of the line (P̄0,N = Pmax), the two
equilibria of (8) converge to ḡN(g∗1) = ḡN(g∗2) = gl, coallesce
at P̄0,N = Pmax, and disappear for P̄0,N > Pmax. There-
fore, the system (8) undergoes a saddle-node bifurcation at
P̄0,N = Pmax.

Proof : Let g∗ be an equilibrium of (8), i.e., ∆Pi(g
∗) =

0 for all i ∈ N , v∗ := v(g∗) and ḡ∗N := ḡN(g∗). The
Jacobian of the system (8) evaluated at g∗ is given by

J (g∗) =
2v∗2

ḡ∗N + gl
g∗1Tn − v∗

2In.

Moreover, J (g∗) is a RPSI matrix. Therefore, we can
compute its eigenvalues by substituting q = −v∗2 and

w = 2v∗2

ḡ∗
N

+gl
g∗ in Lemma 2:

λi(J) =

{
−v∗2, i = 1, .., n− 1;
2v∗2

ḡ∗
N

+gl
ḡ∗N − v∗

2, i = n.

We can now prove the statement of the theorem.

(⇒) If g∗ is an asymptotically stable hyperbolic equi-
librium, then J(g∗) is Hurwitz and thus: λn(J) < 0 ⇒
v∗2

(
2ḡ∗N
ḡ∗
N

+gl
− 1
)
< 0⇒ ḡ∗N < gl.

(⇐) If g∗ ∈M , then: λn(J) < 0. Since all eigenvalues of
J(g∗) are negative, by Lyapunov’s Indirect Method [9,
Theorem 3.5] g∗ is asymptotically stable. �

The above analysis shows how the load model (8) cap-
tures the underlying principles of voltage collapse. More
precisely, whenever P̄0,N < Pmax, the system has two
equilibria, one of which allows each load to stably meet
its own demand (provided that ḡ∗N < gl) by updating its
own conductance (Theorem 3). Figure 2 shows that the
system undergoes a saddle-node bifurcation at P̄0,N =
Pmax and the equilibria disappear for P̄0,N > Pmax. At
any operating point P̄0,N > Pmax, the network is unable
to provide sufficient power to all loads. As a result, every
load seeks to increase its conductance, leading to voltage
collapse (Theorem 1). Notably, it is this individual (self-
ish) action of each loads that leads to the overall system
collapse, a behavior akin to the game-theoretic notion of

the Tragedy of the Commons [6]. This observation moti-
vates investigating coordination strategies that address
the selfish behavior. In this way, we seek to transform the
type of bifurcation happening at P̄0,N = Pmax such that
a locally asymptotically stable equilibrium exists, at the
bifurcation point, and for operating points P̄0,N > Pmax.

4 Voltage Collapse Stabilization

In this section we illustrate that it is possible to prevent
voltage collapse by allowing a certain level of coordina-
tion among a subset of flexible loads that are willing to
coordinate their actions.

4.1 VCS Controller

We now consider the system (8)-(9), with F 6= ∅. For
each flexible load i ∈ F , we seek to control its consump-
tion using

ui =−∆Pi(g)− κi · φ+ b (ĝi − gi) ,∀i ∈ F (14a)

˙̂gi =− a (ĝi − gi) , ∀i ∈ F (14b)

where the shared state φ evolves according to

φ̇ =∆PN(ḡN) · ∂

∂ḡN
∆PN (ḡN) .

A few explanations are in order. The parameters κi > 0,
i ∈ F , in (14a) are called load shedding parameters, and
will be used to control the fraction of excess consump-
tion that is shed by load i ∈ F . We will further define
κ̄ :=

∑
i∈F κi, and a, b > 0. We will see in the following

section that a and b affect the stability of the equilibria of
the full system (c.f. (15)). The second term in (14a) en-
sures proportional load shedding. Finally, the third term
in (14a) together with (14b) introduces dynamic damp-
ing, and is akin to regularization techniques present in
saddle-point dynamics [19]. If the demand of an inflex-
ible load is zero then we omit it. Therefore, the above
dynamics implicitly assume that P0,j > 0 for all j ∈ I.

For the vector ( g, φ, ĝ ) ∈ Rn≥0×R×RnF of state vari-

ables, we obtain the following closed-loop dynamics:

ġi =−∆Pi(g)− κi · φ+ b (ĝi − gi) ,∀i ∈ F (15a)

ġi =−∆Pi(g), ∀i ∈ I (15b)

φ̇ =∆PN(ḡN) · ∂

∂ḡN
∆PN (ḡN) , (15c)

˙̂gi =− a (ĝi − gi) , ∀i ∈ F (15d)

4.2 Equilibrium Characterization

We end this section by providing a characterization of
the equilibria of (15).

5



Theorem 4 (Equilibrium Characterization of (15))
The system (15) has two sets of equilibria, the load
satisfaction set

Es =

{(
g∗, φ∗, ĝ∗

)
∈ Rn≥0 × R× RnF : ∆Pi(g

∗) = 0

∀i ∈ N, φ∗ = 0, ĝ∗ = g∗

}
,

where the demand of all loads is satisfied, and the
proportional allocation set

Ep =
{(

g∗, φ∗, ĝ∗
)
∈ Rn≥0 × R× RnF :

∆Pi(g
∗) =

κi
κ̄

(
Pmax − P̄0,N

)
∀i ∈ F,

∆Pi(g
∗) = 0 ∀i ∈ I, φ∗ =

P̄0,N − Pmax

κ̄
,

ĝ∗ = g∗
}
,

where the difference P̄0,N − Pmax is proportionally allo-
cated among flexible loads.

Proof : If (g∗, φ∗, ĝ∗) is an equilibrium of (15), then (15d)
implies that ĝ∗i = g∗i for all i ∈ F . Moreover, (15a), (15b)
lead to

∆Pi(g
∗) = −κiφ∗ ∀i ∈ F, ∆Pi(g

∗) = 0 ∀i ∈ I. (16)

Last, by (15c) either ∆PN(ḡ∗N) = 0 or ∂∆PN(ḡN)
∂ḡN

∣∣∣
ḡ∗
N

= 0.

• If ∆PN(ḡ∗N) = 0, then by (16)

0 = ∆PN(ḡ∗N) =
∑
i∈N

∆Pi(g
∗)

(16)
= −κ̄φ∗ ⇒ φ∗ = 0.

Substituting φ∗ = 0 back into (16) gives ∆Pi (g∗) = 0
for all i ∈ N . Hence, the first set of equilibria is

Es =

{(
g∗, φ∗, ĝ∗

)
∈ Rn≥0 × R× RnF : ∆Pi(g

∗) = 0

∀i ∈ N, φ∗ = 0, ĝ∗ = g∗

}
.

When P̄0,N < Pmax, by Theorem 2 there exist two
equilibrium vectors of conductances g∗ such that
∆Pi(g

∗) = 0 ∀i ∈ N . Therefore, the load satisfac-

tion set Es comprises two equilibria
(
g∗1 , φ

∗, ĝ∗1

)
,(

g∗2 , φ
∗, ĝ∗2

)
such that ḡN (g∗1) < gl < ḡN (g∗2).

• If ∂∆PN(ḡN)
∂ḡN

∣∣∣
ḡ∗
N

= 0, then by (7) ḡ∗N = gl and P̄ ∗N =

Pmax, i.e.,∑
i∈N

(Pi (g∗)− P0,i) = Pmax −
∑
i∈N

P0,i

(3)⇒
∑
i∈F

∆Pi (g∗) +
∑
i∈I

∆Pi (g∗) = Pmax − P̄0,N

(16)⇒ −
∑
i∈F

κiφ
∗ = Pmax − P̄0,N ⇒ φ∗ =

P̄0,N − Pmax

κ̄
.

Substituting φ∗ =
P̄0,N−Pmax

κ̄ back into (16) gives

∆Pi(g
∗) = κi

κ̄

(
Pmax − P̄0,N

)
∀i ∈ F . Hence, the

second set of equilibria is

Ep =
{(

g∗, φ∗, ĝ∗
)
∈ Rn≥0 × R× RnF :

∆Pi(g
∗) =

κi
κ̄

(
Pmax − P̄0,N

)
∀i ∈ F,

∆Pi(g
∗) = 0 ∀i ∈ I, φ∗ =

P̄0,N − Pmax

κ̄
,

ĝ∗ = g∗
}
.

Since ḡ∗N = gl when (g∗, φ∗, ĝ∗) ∈ Ep, then (2) defines

a unique voltage v∗ = E
2 , which in turn leads to the

unique vector of conductances

∆Pi(g
∗) =

{
κi

κ̄

(
Pmax − P̄0,N

)
, ∀i ∈ F

0, ∀i ∈ I

⇒g∗i =


1

(E
2 )

2

(
P0,i + κi

κ̄

(
Pmax − P̄0,N

))
, ∀i ∈ F

1

(E
2 )

2P0,i, ∀i ∈ I

Therefore, for any demand P̄0,N ≥ 0, the proportional
allocation set Ep is a singleton Ep = {(g∗, φ∗, ĝ∗)}.

�

An equilibrium of the load satisfaction set g∗ ∈ Es en-
sures that all loads i ∈ N satisfy their individual demand
Pi(g

∗) = P0,i. Similarly, the equilibrium of the propor-
tional allocation set g∗ ∈ Ep ensures that the amount
P̄0,N − Pmax is distributed among flexible loads propor-
tional to the load-shedding parameter κi, i ∈ F .

5 Stability Analysis of VCS Controller

In this section we evaluate the stability of the equilibria
of (15) under different loading conditions. To assess sta-
bility of each equilibrium we study the linearised model
at that point.

6



5.1 Stability analysis of efficient operating points

The Jacobian of (15) is

JSC (g) =
J(g)−

 bIF 0nF
0TnI

0nI
0TnF

0nI
0TnI

  −κ
0nI

  bInF

0nI


c1Tn 0 0TnI[

aInF
0nF

0TnI

]
0nF

−aInF


(17)

with 0n ∈ Rn column vector of all zeros.

Lemma 3 (Eigenvalue Characterization of (17))
Let 0 < m < M < +∞, and consider b > 0 in (15a) and
a > 0 in (15d) such that

a ∈ (0, v2
min), vmin := min

g:m≤gi≤M, ∀i∈I
v (18)

Matrix JSC (g) as in (17) has 2nF − 2 eigenvalues that
are roots of

λ2 +
(
a+ b+ v2

)
λ+ av2 = 0, (19)

nI−1 eigenvalues that are −v2 and four eigenvalues that
are roots of

λ4 + α3 (g)λ3 + α2 (g)λ2 + α1 (g)λ+ α0 (g) = 0,

(20a)

α0 (g) = κ̄acv2

α1 (g) = av2λ̃+ κ̄c
(
a+ v2

)
α2 (g) = κ̄c+ v2 (a+ b)− 2bv2ḡI

ḡN + gl
+ λ̃

(
a+ v2

)
α3 (g) = b+ a+ v2 + λ̃

where

λ̃ (ḡN) = v2 − 2v2ḡN

ḡN + gl
(21)

c(ḡN) =

(
v2 (gl − ḡN)

ḡN + gl

)2

+ ∆PN
2v2(ḡN − 2gl)

(ḡN + gl)2
(22)

Proof : We provide a complete proof in Appendix A. �

Theorem 5 (Stability of VCS Controller) Consider
the system (15) with a > 0 satisfying (18). For a in (15d)
sufficiently small and b > 0 in (15a), the following hold:

(1) When P̄0,N > Pmax, the unique equilibrium
(g∗, φ∗, ĝ∗) ∈ Ep is locally asymptotically stable.

(2) When P̄0,N < Pmax, the equilibrium (g∗, φ∗, ĝ∗) ∈
Es∩cl(M) = {(g∗, φ∗, ĝ∗)} is locally asymptotically
stable.

Proof : To assess stability of (15) we will study the lin-
earized system. The Jacobian of the system is (17). By
Theorem 3, JSC(g) has nI−1 eigenvalues that are−v2 <
0 and 2nF − 2 eigenvalues that are roots of (19). When
v2 > 0, by the Routh-Hurwitz criterion, (19) has two
roots λ1, λ2 with negative real parts. Therefore, the sta-
bility of the system depends on the last four eigenvalues
that are roots of (20). The Routh-Hurwitz table of (20)
is

s4 1 α2(g) α0(g) 0

s3 α3(g) α1(g) 0 0

s2 b1(g) b2(g) 0 0

s1 c1(g) 0 0 0

s0 d1(g) 0 0 0

(23a)

b1(g) =
α3(g)α2(g)− 1 · α1(g)

α3(g)
(23b)

b2(g) =
α3(g)α0(g)− 1 · 0

α3(g)
= α0(g)

c1(g) =
b1(g)α1(g)− α3(g)b2 (g)

b1(g)
(23c)

d1(g) =
c1(g)b2(g)

c1(g)
= b2(g) = α0(g) (23d)

We can immediately check that

α3(g) =− 2v2ḡN

ḡN + gl
+ 2v2 + a+ b > 0;

d1(g)
(22)
= κ̄av2

[(
v2

ḡN + gl
(gl − ḡN)

)2

+

+ ∆PN
2v2

(ḡN + gl)2
(ḡN − 2gl)

]

Moreover, we can rewrite (23b) and (23c) respectively as

b1(g) =κ̄c
b+ λ̃

b+ a+ v2 + λ̃
+ v2 (a+ b)−

− 2bv2ḡI

ḡN + gl
+ λ̃

v2 +
a
(
b+ a+ λ̃

)
b+ a+ v2 + λ̃

 (24)

c1(g) =κ̄c

(
a+ v2

)
b1 (g)−

(
b+ a+ v2

)
av2

b1 (g)
+

+ λ̃av2

(
1− κ̄c2

b1 (g)

) (25)
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(1) When P̄0,N > Pmax, then the load satisfaction set is
empty, i.e., Es = ∅, and the proportional allocation
set is a singleton, Ep = {(g∗, φ∗, ĝ∗)}. Moreover,

(7)⇒ ḡ∗N = gl, (21)⇒ λ̃∗ = λ̃ (gl) = 0,

(22)⇒ c∗ =
(
P̄0,N − Pmax

) v∗2
2gl

> 0
(23d)⇒ d1 (g∗) > 0.

Notice that

ḡ∗I ≤ ḡ∗N = gl ⇒ v∗2 (a+ b)− bv∗2ḡ∗I
gl

> 0.

Substituting c∗, λ̃∗ into (24) and (25) and assum-
ing a→ 0+ gives

lim
a→0+

b1(g∗) =
bκ̄c∗

b+ v∗2
+ bv∗

2

(
1− ḡ∗I

gl

)
> 0;

lim
a→0+

c1(g∗) = κ̄c∗v∗2 > 0.

Hence, all terms in the first column of (23a) are
strictly positive. By the Routh-Hurwitz criterion
(g∗, φ∗, ĝ∗) is a locally asymptotically stable equi-
librium of (15).

(2) When P̄0,N < Pmax, by Theorem 4 there exist two
equilibria (g∗, φ∗, ĝ∗) in the load satisfaction set Es
such that ∆Pi(g

∗) = 0 for all i ∈ N . We need to show
that {(g∗, φ∗, ĝ∗) ∈ Es : ḡ∗N < gl} is asymptotically
stable. When (g∗, φ∗, ĝ∗) ∈ Es and ḡ∗N < gl, then
by (22)

c∗ =

(
v∗2

ḡN + gl
(gl − ḡ∗N)

)2

> 0⇒ d1 (g∗) > 0.

Notice that

ḡ∗I ≤ ḡ∗N < gl
(21)⇒ λ̃∗ > 0, v∗2b− 2bv∗2ḡ∗I

ḡ∗N + gl
> 0.

Substituting c∗, λ̃∗ into (24) and (25) and assuming
a→ 0+ gives

lim
a→0+

b1(g∗) =
bκ̄c∗

b+ v∗2
+ bv∗2

(
1− ḡ∗I

gl

)
> 0;

lim
a→0+

c1(g∗) = κ̄c∗v∗2 > 0.

Hence, all terms in the first column of (23a) are
strictly positive. By the Routh-Hurwitz criterion
(g∗, φ∗, ĝ∗) is a locally asymptotically stable equi-
librium of (15).

�

5.2 Bifurcation Analysis

In the proof of Theorem 4 we showed that when P̄0,N <
Pmax the system (15) has two equilibria in the load satis-
faction set Es and one in the proportional allocation set
Ep, thus a total of three equilibria. When P̄0,N > Pmax,
the set Es is empty and the system (15) has a unique
equilibrium in Ep. In this section, we aim to understand
the type of bifurcation our VCS controller undergoes at
P̄0,N = Pmax.

To that end, we need to evaluate the stability of all equi-
libria of (15) around P̄0,N = Pmax. The load satisfac-
tion equilibrium {(g∗, φ∗, ĝ∗) ∈ Es : ḡ∗N > gl} results in
lower voltage compared to {(g∗, φ∗, ĝ∗) ∈ Es : ḡ∗N < gl}
studied in Section 5.1. Moreover, when P̄0,N < Pmax, the
unique proportional allocation equilibrium (g∗, φ∗, ĝ∗)
results in inefficient supply of flexible loads:

Pi(g
∗) = P0,i +

κi
κ̄

(
Pmax − P̄0,N

)
> P0,i.

Hence, understanding the type of bifurcation at
P̄0,N = Pmax requires understanding the stability of the
undesired equilibria {(g∗, φ∗, ĝ∗) ∈ Es : ḡ∗N > gl} and
(g∗, φ∗, ĝ∗) ∈ Ep, when P̄0,N < Pmax. The next Lemma
shows that parameter b affects the stability of the un-
desired load satisfaction equilibrium around ḡ∗N = gl.

Lemma 4 (Stabilization property of b in (15)) Let
b > 0 as in (15a). Then,

(1) For b ∈
(

0, E
2

27

)
, there exist 0 < mb ≤ Mb < +∞

such that all equilibria

{(g∗, φ∗, ĝ∗) ∈ Es : ḡ∗N ≤ gl +mb}
are locally asymptotically stable, and all equilibria

{(g∗, φ∗, ĝ∗) ∈ Es : gl +mb ≤ ḡ∗N ≤ gl +Mb}
are unstable.

(2) For any b1, b2 ∈
(

0, E
2

27

)
, b1 < b2, then

mb1 < mb2 and Mb2 < Mb1 .

We can now characterize the stability of all equilibria
close to the bifurcation point P̄0,N = Pmax.

Theorem 6 (Bifurcation Analysis of (15)) Consider
the system (15) with a > 0 satisfying (18). When

b ∈
(

0, E
2

27

)
and for a sufficiently small, the system

(15) undergoes a super-critical pitchfork bifurcation at
P̄0,N = Pmax.
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Proof : When P̄0,N < Pmax, we have shown in the
proof of Theorem 4 that the system (15) has a to-
tal of three equilibria. When P̄0,N > Pmax, the
two equilibria in Es disappear. Therefore, the sys-
tem undergoes a pitchfork bifurcation. In Theo-
rem 5 we show that {(g∗, φ∗, ĝ∗) ∈ Es : ḡ∗N ≤ gl}
when P̄0,N < Pmax, and (g∗, φ∗, ĝ∗) ∈ Ep when
P̄0,N > Pmax, are locally asymptotically stable. More-

over, Lemma 4 states that for b ∈
(

0, E
2

27

)
, there

exists mb > 0 such that any “undesired” equilib-
rium {(g∗, φ∗, ĝ∗) ∈ Es : gl ≤ ḡ∗N ≤ gl +mb} is locally
asymptotically stable. Therefore, the system (15) un-
dergoes a super-critical pitchfork bifurcation if for
P̄0,N < Pmax, the remaining “undesired” equilibrium
(g∗, φ∗, ĝ∗) ∈ Ep is unstable close to Pmax.

When (g∗, φ∗, ĝ∗) ∈ Ep, then ḡ∗N = gl and by (22)

c∗ =
(
P̄0,N − Pmax

) v∗2
2gl

< 0.

Then, by (23d) d1(g∗) = α0(g∗) = κ̄ac∗v∗2 < 0. There-
fore, there exists at least one sign change between the
terms in the first column of (23a). By the Routh-Hurwitz
criterion g∗ is an unstable equilibrium and the system
(15) undergoes a super-critical pitchfork bifurcation at
P̄0,N = Pmax. �

Theorem 6 implies that the VCS controller suc-
ceeds in transforming the type of bifurcation at
P̄0,N = Pmax. The transformation of the bifurcation
comes at the cost of stabilizing the undesired equi-
librium {(g∗, φ∗, ĝ∗) ∈ Es : ḡ∗N ≥ gl} in some region
{(g∗, φ∗, ĝ∗) ∈ Es : gl ≤ ḡ∗N < gl +mb}.

Remark 1 Theorem 5 shows that parameter a > 0
in (15d) affects the stability of the efficient equilib-
ria, while Theorem 4 shows that parameter b > 0 in
(15a) affects the stability of the undesired equilibrium
{(g∗, φ∗, ĝ∗) ∈ Es : ḡ∗N ≥ gl}. Choosing a → 0+ sta-
bilizes the efficient equilibria, but there is not a sin-

gle desired value for b ∈
(

0, E
2

27

)
. Smaller values of

b ∈
(

0, E
2

27

)
lead to a smaller mb > 0 in Theorem 4

and thus a smaller region around ḡ∗N = gl where the
undesired equilibrium is locally asymptotically stable.
However, b = 0 would result in b1 = 0 in (23b). In that
case, the linearization would fail and our analysis would
be inconclusive.

6 Numerical Results

In this section, we validate our theoretical results using
numerical illustrations. In all the experiments we start
the simulations with initial set-points such that P̄0,N <
Pmax and with conductances close to the equilibrium g∗

-2 -1 0 1 2
-10

-5

0

10

20

Fig. 3. Bifurcation Diagram of (15). As total demand ap-
proaches the capacity of the line (P̄0,N = Pmax), an unstable
equilibrium becomes locally asymptotically stable. At the bi-
furcation point, the two locally asymptotically stable equilib-
ria and the unstable equilibrium coalesce, resulting in a single
locally asymptotically stable equilibrium for P̄0,N > Pmax.
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Fig. 4. Power supply when all three loads are controlled with
the traditional control strategy. When P̄0,N > Pmax voltage
collapses.

where all demands are met, i.e., g∗ ∈ Es∩M . We explore
the parameter space by slowly varying the demand (P0)
with time and observing the changes in the equilibria.

The load-shedding property of the VCS controller is bet-
ter understood using more than one loads. For that, we
will study a system where loads 1 and 2 are flexible and
load 3 is inflexible. First, we look at the behavior of the
system when the conventional controller (8) is applied
to all three loads. Figure 4 shows that when total de-
mand exceeds the maximum transferable power through
the line, voltage collapses.

On the other hand, Figure 5 shows how flexible loads
adjust in the overloading regime, when the flexible loads
are controlled using the VCS controller. The adjustment
is proportional to the parameter κi, consistent with the
definition of Ep in Section 4. Finally, Figure 6 illustrates
how voltage inevitably collapses when the demand of
inflexible loads exceed the capabilities of the line.

Remark 1 highlights the impact of parameters a, b on the
stability of the equilibria of (15). To better understand
the impact of a and b, we will consider a simple version
of the DC network in Figure 1 with one flexible and one
inflexible load. Figure 7 verifies that small, non-zero val-
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Fig. 5. Power supply for a = 0.1, b = 0.1 when loads 1, 2 are
flexible and load 3 is inflexible. When total demand exceeds
the maximum, the adjustment of power supply to the flexible
loads is proportional to the parameters κi ∀i = 1, 2.

Fig. 6. Power supply for a = 0.1, b = 0.1 when loads 1, 2 are
flexible and load 3 is inflexible. Voltage collapses when the
demand of the inflexible load exceeds the capabilities of the
line.

ues of both a and b result in stable power supply. On
the other hand, when a is bigger and P̄0,N > Pmax, the
equilibrium that ensures proportional shedding becomes
unstable. Moreover, when total demand is smaller than
Pmax but very close, larger values of b result in the un-
desired equilibrium g∗ ∈ Es ∩M c being stable. Finally,
Figure 8 reveals that for small values of a and total de-
mand close to Pmax, we always track the desired equi-
librium g∗ ∈ Es ∩M .

7 Conclusions

This work seeks to initiate the study of voltage collapse
stabilization as a mechanism to allow for more efficient
and reliable operation of electric power grids. We de-
velop a Voltage Collapse Stabilization controller that is
able to not only prevent voltage collapse, but also pro-
portionally distribute the curtailment among all flexi-
ble loads in a star DC network. The methodology can
be readily applied to a fully reactive alternating cur-
rent star network, where the controller changes the sus-
cenptance instead of the conductance. Further research
needs to be conducted to fully characterize the behav-
ior of our solution at the bifurcation point. The point
where P̄0,N = Pmax is a non-trivial point, where the Ja-
cobian of the system is identically zero and thus requires

Fig. 7. Power supply for different values of a, b when load 1
is flexible and load 2 is inflexible. For a small –upper two
plots– and P̄0,N > Pmax, power supply to load 1 adjusts
accordingly. For higher a –lower two plots– and P̄0,N > Pmax,
voltage collapses.

Fig. 8. Response of conductances for different values of a, b
when load 1 is flexible and load 2 is inflexible. For small a,
when P̄0,N < Pmax, the VCS controller tracks g∗ ∈ Es ∩M .
When P̄0,N > Pmax then ḡ∗N = gl. For higher values of a,
conductances diverge when P̄0,N > Pmax.

the treatment of higher order dynamics. We identify two
desired extensions of this work that are the subject of
current research: (a) extending the analysis to a general
DC network and (b) extending the analysis to a general
AC network.
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A Proofs of Lemmas

Lemma 2. Proof : An eigenvalue-eigenvector pair
(ρ, x) ∈ C× Cn of B needs to satisfy

Bx = ρx (A.1)

Since w1Tn is a rank one matrix, it has n − 1 eigenval-
ues λi

(
w1Tn

)
= 0, i = 1, . . . , n − 1, and one non-zero

eigenvalue λ1

(
w1T

)
= 1Tnw. Moreover, qI is a scaled

identity matrix and thus shifts the eigenvalues of w1Tn
by q, i.e., ρi (B) = λi

(
w1Tn

)
+ q. Finally, we can check

that {e1 − e2, e1 − e3, . . . , e1 − en, w} spans Cn and ev-
ery pair of (13) satisfies (A.1). �

Lemma 3. Proof : If (λ, u) ∈ C × Cn+1+nF an
eigenvalue-eigenvector pair of JSC(g), then JSC(g)u =

λu with u =
[
uF uI uφ û

]T
∈ RnF × RnI × R× RnF ,

which further leads to

2v2

ḡN + gl
giūN −

(
v2 + λ+ b

)
uFi

+ bûi = κiuφ, ∀i ∈ F

(A.2a)

2v2

ḡN + gl
giūN −

(
v2 + λ

)
uIi = 0, ∀i ∈ I

(A.2b)

c · ūN = λuφ (A.2c)

auF − aû = λû (A.2d)
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with

ūF =
∑
i∈F

uFi , ūI =
∑
i∈I

uIi , ūN = ūF + ūI . (A.3)

First we will prove that −a is an eigenvalue of JSC (g)
only when

a = v2 − 2v2

ḡN + gl

∑
i∈I

gi. (A.4)

If λ = −a, by (A.2d) uF = 0nF
and by (A.3), ūN =∑

i∈I ui. Summing (A.2b) yields(
2v2

ḡN + gl

∑
i∈I

gi − v2 + a

)
ūN = 0.

If (A.4) is true for some g ∈ Rn≥0, then for any ūN 6= 0,

by (A.2c), we get

(A.2c)⇒ uφ =
c · ūN
λ

= −c · ūN
a

;

(A.2b)
(A.4)⇒ ui =

gi
ḡI
ūN , ∀i ∈ I;

(A.2a)⇒ ûi = −1

b

(
2v2gi
ḡN + gl

+
κic

a

)
ūN , ∀i ∈ F.

The respective eigenvector is[
0nF

1
ḡI
gI − c

a −
1
b

(
2v2

ḡN+gl
gF + c

aκ
) ]T

ūN ,

for some ūN 6= 0 and corresponding eigenvalue −a.

If (A.4) does not hold, then−a is an eigenvalue if ūN = 0.
By contradiction, substituting ūN = 0 and λ = −a 6= 0
into (A.2c) yields uφ = 0. Substituting uφ = ūN =
uFi = 0 for all i ∈ N into (A.2a) yields û = 0nF

. Sub-
stituting ūN = 0 into (A.2b) yields

(
v2 − a

)
uIi = 0

(18)⇒ uIi = 0 ∀i ∈ I.

Therefore, u = 0n+1+nF
and−a cannot be an eigenvalue

of JSC(g).

When λ 6= −a, then by (A.2d)

û =
a

λ+ a
uF . (A.5)

By (18), gi > 0 ∀i ∈ I, therefore ḡI =
∑
i∈I gi > 0.

Summing (A.2b) over all i ∈ I gives

2v2

ḡN + gl
ḡIūF +

(
2v2

ḡN + gl
ḡI − v2 − λ

)
ūI = 0

(ḡI>0)⇒ ūF =

(
ḡN + gl
2v2ḡI

(
v2 + λ

)
− 1

)
ūI

=fūF
(λ) ūI .

(A.6)

Substituting (A.5) into (A.2a) and summing over all i ∈
F gives(

2v2ḡF

ḡN + gl
− v2 − λ− b+

ab

λ+ a

)
ūF +

2v2ḡF

ḡN + gl
ūI

(A.6)
=

[(
2v2ḡF

ḡN + gl
− v2 − λ− b+

ab

λ+ a

)
fūF

(λ)

+
2v2ḡF

ḡN + gl

]
ūI

=fūI
(λ) ūI = κ̄uφ.

(A.7)

Multiplying (A.2c) by κ̄ yields

λκ̄uφ = κ̄c (ūF + ūI)
(A.6)
=

κ̄c (ḡN + gl)

2v2ḡI

(
v2 + λ

)
ūI .

Plugging (A.7) above yields[
λfūI

(λ)− κ̄c ḡN + gl
2v2ḡI

(
v2 + λ

)]
ūI = 0. (A.8)

Equation (A.8) implies that either the first term or ūI
is zero. We will distinguish between the two cases:

• Let ūI = 0. Substituting ūI = 0 into (A.6) yields
ūF = 0 and thus ūN = ūI + ūF = 0. By substituting
(A.5) and ūF = ūN = 0 into (A.2a) and summing
over all i ∈ F we get uφ = 0. Moreover, substituting
ūI = ūF = 0 into (A.2b) results in

0nI
= −

(
v2 + λ

)
uI (A.9)

Equation (A.9) can be satisfied either when uI = 0nI

or λ = −v2. If uI = 0nI
in (A.9), by substituting

uφ = 0 and (A.5) into (A.2a) we get(
v2 + λ+ b− ab

λ+ a

)
uF = 0nF

. (A.10)

If uF = 0nF
then by (A.2d) û = 0nF

and u = 0n+1+nF

cannot be an eigenvector of (17). Therefore, uF 6= 0nF

which means that the first term in (A.10) is zero. Mul-
tiplying the first term in (A.10) by λ + a and rear-
ranging the terms results in (19). Equation (19) is a
second order polynomial with respect to λ whose dis-
criminant is

∆ =
(
a+ b+ v2

)2 − 4av2

=
(
a− v2

)2
+ b2 + 2ab+ 2bv2 > 0.

12



Therefore, it has two distinct solutions λ1, λ2. We can
check that there exist 2nF − 2 eigenvalue-eigenvector
pairs of JSC (g) of the form(

λ1,
[
e1 − ei 0nI

0 a(e1−ei)
λ1+a

]T)
, i = 2, . . . nF ;(

λ2,
[
e1 − ei 0nI

0 a(e1−ei)
λ2+a

]T)
, i = 2, . . . nF ;

that satisfy (A.2). In fact, there exist exactly 2nF − 2
eigenvalues of this form. By (A.2a)(

2v2

ḡN + gl
gF1TnF

− v2InF

)
︸ ︷︷ ︸

JF (g)

uF =

(
b− ab

λ+ a
+ λ

)
uF ,

i.e.,
((
b− ab

λ+a + λ
)
, uF

)
is an eigenvalue-eigenvector

pair of JF (g). Matrix JF (g) is a nF ×nF RPSI matrix.
By Lemma 2, there exist exactly nF − 1 eigenvalue-
eigenvector pairs for each λi, i ∈ {1, 2}, that satisfy
ūF = 0. Therefore, 2 (nF − 1) in total.

If λ = −v2 in (A.9), then by substituting uφ = 0
and (A.5) into (A.2a) gives(

b+
ab

−v2 + a

)
uF = 0nF

(λ 6=−a)⇒ uF = 0nF
.

When uF = 0nF
, by (A.2d) û = 0nF

. Since ūF = 0,
we can rewrite (A.9) as(

2v2

ḡN + gl
gI1

T
nI
− v2InI

)
︸ ︷︷ ︸

JI(g)

uI = λuI ,

i.e., (λ, uI) is an eigenvalue-eigenvector pair of JI(g)
that satisfies ūN = 0. Matrix JI(g) is a nI × nI
RPSI matrix. By Lemma 2 there exist exactly nI − 1
eigenvalue-eigenvector pairs that satisfy ūI = 0 and
these are(
−v2,

[
0nI

e1 − ei 0 0nF

])
, i = 1, . . . , nI − 1.

• If ūI 6= 0, then by (A.8)

λfūI
(λ)− κ̄c ḡN + gl

2v2ḡI

(
v2 + λ

)
= 0

⇒− λ3 + λ2
(
−λ̃ (ḡN)− v2 − b

)
+

+ λ

(
−v2

(
λ̃ (ḡN) + b

)
− κ̄c+

2bv2ḡI

ḡN + gl

)
− κ̄cv2

+
abλ

λ+ a

(
v2 + λ− 2v2ḡI

ḡN + gl

)
= 0.

We multiply both sides with − (λ+ a) and group
terms together to obtain (20).

Finally, the computation of (20a) is based on the as-
sumption λ 6= −a, which we have shown is true for all

g ∈ Rn such that a 6= v2− 2v2ḡN
ḡN+gl

. When a = v2− 2v2ḡN
ḡN+gl

,

then λ = −a is an eigenvalue of JSC(g). However, if we
substitute λ = −a into (19) we find that

(−a)2 + (a+ b+ v2)(−a) + av2 = ab 6= 0,

i.e., λ = −a is not a root of (19). Therefore, when a =

v2− 2v2ḡN
ḡN+gl

, the statement of Lemma 3 is consistent only

if λ = −a is a root of (20a).

κ̄acv2 − a
(
av2λ̃+ κ̄c

(
a+ v2

))
+

+ a2

(
κ̄c+ v2 (a+ b)− 2bv2ḡI

ḡN + gl
+ λ̃

(
a+ v2

))
−

− a3
(
b+ a+ v2 + λ̃

)
+ a4

=a2b

(
v2 − 2v2ḡI

ḡN + gl

)
︸ ︷︷ ︸

a

−a3b = 0,

In the special case where g ∈ Rn is such that a =

v2− 2v2ḡN
ḡN+gl

, then the derivation of (20a) discards the root

λ = −a = −v2 + 2v2ḡN
ḡN+gl

. Therefore, the statement of the

lemma is consistent for all g ∈ Rn. �

Lemma 4. Proof : (1) We start by observing that the
only term in the first column of the Ruth-Hurwitz table
that is affected by b > 0 is b1. Taking a → 0+ in (24)
yields

lim
a→0+

b1 (g∗) =
(
b+ λ̃∗

)(
v∗2 +

κ̄c∗

b+ λ̃∗ + v∗2

)
−

− 2bv∗2ḡ∗I
ḡ∗N + gl

=f(ḡ∗N)− 2bv∗2ḡ∗I
ḡ∗N + gl

. (A.11)

We will study the sign of all terms of b1 in (A.11) for
{(g∗, φ∗, ĝ∗) ∈ Es : ḡ∗N ≥ gl} and for different values of
b > 0.

Notice that ḡ∗N > gl
(21)⇒ λ̃∗ < 0 and

dλ̃∗

dḡ∗N
=

2v∗
2

(ḡ∗N + gl)
2 (ḡ∗N − 2gl) ,
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which is negative in [gl, 2gl), positive in (2gl,+∞), and

zero for ḡ∗N = 2gl. Therefore, λ̃∗ is strictly decreasing in
[gl, 2gl), strictly increasing in (2gl,+∞), and

min
ḡ∗
N
∈[gl,+∞)

λ̃∗ = λ̃(2gl) = −E
2

27
.

Let h(ḡ∗N) = λ(ḡ∗N) + b and b ∈
(

0, E
2

27

)
h(gl) = λ̃(gl) + b = b > 0, h(2gl) = λ̃(2gl) + b < 0.

Since h(ḡ∗N) is continuous on ḡ∗N, by the IVT there exists
ξb ∈ (gl, 2gl) such that h(ξb) = 0, or, equivalently, h(gl+
mb) = 0 for mb = ξb − gl. Since h is strictly decreasing
on (gl, 2gl), ξb is the unique intersection of h with the
zero axis and h(ḡ∗N) > 0 for ḡ∗N ∈ (gl, gl +mb).

Similarly, for ḡ∗N ∈ (2gl,+∞),

h(2gl) = λ̃(2gl) + b < 0, lim
ḡ∗
N
→+∞

λ̃(ḡ∗N) + b = b > 0.

Since h(ḡ∗N) is continuous, strictly increasing in
(2gl,+∞), there exists unique Ξb ∈ (2gl,+∞) that
h(Ξb) = 0, or, equivalently, h(gl + Mb) = 0 for

Mb = Ξb − gl. When b ∈
(

0, E
2

27

)
, combining the two

results leads to

h(ḡ∗N) = λ(ḡ∗N)+b :


≥ 0, ∀ḡ∗N ∈ [gl, gl +mb)

≤ 0, ∀ḡ∗N ∈ [gl +mb, gl +Mb)

≥ 0, ∀ḡ∗N ∈ [gl +Mb,+∞)

Moreover,

(22)⇒c∗ =

(
v∗2

ḡN + gl
(gl − ḡ∗N)

)2

> 0,

(21)⇒λ̃∗ + v∗
2

+ b = 2v∗
2

(
1− ḡ∗N

ḡ∗N + gl

)
+ b > 0.

By substituting the above into (A.11) leads to f(ḡ∗N) < 0
for gl+mb ≤ ḡ∗N ≤ gl+Mb and subsequently b1(g∗) < 0.

By the Ruth-Hurwitz criterion, when b ∈
(

0, E
2

27

)
, then

{(g∗, φ∗, ĝ∗) ∈ Es : gl +mb ≤ ḡ∗N ≤ gl +Mb} is unsta-
ble.

(2) Let b1, b2 ∈
(

0, E
2

27

)
, b1 < b2. By applying the IVT

on (gl, 2gl) we have shown that there exist unique 0 <
mb1 ,mb2 ≤ gl such that

λ̃(gl +mb1) + b1 = λ̃(gl +mb2) + b2 = 0

⇒λ̃(gl +mb1)− λ̃(gl +mb2) = b2 − b1 > 0

⇒λ̃(gl +mb1) > λ̃(gl +mb2).

Since λ̃ is strictly decreasing in (gl, 2gl), then

gl +mb1 < gl +mb2 ⇒ mb1 < mb2 .

Moreover, by applying the IVT on (2gl,+∞) we have
shown that there exist gl < Mb1 ,Mb2 < +∞ such that

λ̃(gl +Mb1) + b1 = λ̃(gl +Mb2) + b2 = 0

⇒λ̃(gl +Mb1)− λ̃(gl +Mb2) = b2 − b1 > 0

⇒λ̃(gl +Mb1) > λ̃(gl +Mb2)

Since λ̃ is strictly increasing in (2gl,+∞), then

gl +Mb1 > gl +Mb2 ⇒Mb1 > Mb2 .

�
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