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Abstract—Frequency control by energy storage units has been
extensively promoted during the last years due to development in
energy storage and power electronics technologies. The outstand-
ing ramping capabilities of storage units makes them attractive
for fast response services. However, performance metrics of such
services are not always obvious and the true benefit of using
storage is hard to assess. In the present manuscript we have
developed an easy-to-use method for performance assessment
and control design for energy storage, participating in frequency
control under stochastic load perturbations. As a demonstration
of our method, we perform a control design for single area
system with energy storage and show that even storage with a
very modest power capacity is sufficient to completely take over
the primary frequency control duty. Since our method does not
require explicit dynamic simulations over stochastic model, it is
easily generalizable on more complex systems.

Index Terms—Droop control, frequency control, electric stor-
age.

I. INTRODUCTION

Reduction in prices for energy storage lead to the fast
increase of the grid-connected storage capacity over the last
years. One of the obvious choices for energy storage is the
mitigation of the intermittency in power demand and supply,
especially the one caused by renewable sources. There exist
a number of possible types of application of storage, a very
comprehensive overview is given in an excellent report [1]].

Compared to conventional synchronous generators, power
electronics interfaced storage units have outstanding ramping
capabilities which makes them an excellent choice for any
grid applications where fast response is required. Over the
last several years there was significant progress in develop-
ment of policies for storage participation in ancillary service
markets, especially in frequency regulation. In United States,
the, so-called, pay-for-performance policy has been already
implemented by most ISO’s, the review of current policies is
given in [2]. In Great Britain the special service called En-
hanced Frequency Response was designed [3] to be delivered
specifically by energy storage systems.

The interest of scientific community is mainly focused
on optimal planning and operation of energy storage units.
Sophisticated strategies are being developed for maximizing
profit during storage participation in frequency control [4], [5].
A common approach in a lot of studies is based on running

a number of scenarios based on available real-life data (such
as PJM regulation signals, or National Grid frequency data)
and then define the range of control settings that provide
satisfactory performance. Such an approach, however, provides
little insight into the role of each system parameter and is not
always easy to generalize on larger systems.

In the present manuscript we develop an easy-to-use scal-
able method for assessing the performance of energy storage
units and optimizing their control parameters for primary
frequency control. We define the control performance metrics
based on average values of system states and derive closed-
form expression for these metrics in terms of system pa-
rameters and control settings. We then illustrate our method
on a simple, yet representative example of a single-area
power system and discuss it’s generalization for more complex
systems. We then demonstrate the performance of designed
control by running explicit numerical simulation over non-
linear model with control deadbands.

II. MODELING APPROACH

In this section we establish basic models that we use to
study frequency fluctuations and develop new control methods.
In the present manuscript we will consider an aggregated
dynamics of a power system which can also be thought of
as dynamics of it’s center of inertia (COI), more detailed
models of systems with multiple areas are a subject of on-
going research. Since the subject of our study is deviation of
system frequency from nominal value, we consider dynamics
of the system on top of some steady-state operating point.

A. Frequency Dynamics

We assume that both primary and secondary frequency
controls are realized in the system, and additional control
by energy storage units is present. Since we are only con-
sidering dynamics of the system’s COI we can approximate
the system by a one-bus dynamic equivalent. We assume,
that an aggregate inertia time-constant of the system H and
an aggregate one-stage turbine time constant 7. Frequency
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Fig. 1. Block diagram of the system (without secondary control and
deadbands), with additional frequency control by storage unit (@).

dynamics equations for such a system under load perturbations
pr, have the following form:
0=v
2HU =p,, — pr — apv +1p
TTDm = — Pm + IC(U) - K;0

(1a)
(1b)

(o)

where the rest of the denotations are as follows: v = Aw/wy
is the per unit frequency deviation from the nominal, p,,
- mechanical power perturbation in per unit (as a result of
control actions in response to frequency deviations), «y, - is
the load sensitivity coefficient, # - is the integral of frequency
deviation, that is used to execute the action of secondary
frequency control with the gain K, rp - is the energy storage
contribution to frequency control (described in details in the
next subsection), IC(v) - is the primary frequency response by
generators. We assume C(v) to be a droop-based proportional
control with certain governor deadbands Fvgp:

—ag(v+va) v< —vg
K(v) =10 Vap <V < Vgp 2
—ag(v—vap) v >vap

where o is the aggregate inverse droop of all the generators
in the system. We note, that the presence of deadbands makes
the system (I)) non-linear and difficult to analyze.

B. Frequency Response from Energy Storage

The term 7}, in equation represents frequency response
actions from energy storage units. Unlike synchronous ma-
chines, power-electronics interfaced storage units can provide
almost instantaneous power response and can be assumed
to operate without deadbands. We assume that the energy
storage units provide proportional control in the form of droop
(we denote the inverse storage droop as «y), and derivative
control in the form of virtual inertia (which we denote as
hp). Thus, a desired storage output (in Laplace domain) is
rp(s) = —apv(s) — hpsv(s). However, the second term in
this expression can not be implemented due to its a-causality.
Therefore, a low frequency approximation should be used for

derivative. We use the standard low-pass representation with
time constant 7:
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Finally, we get the following dynamic equations describing
the energy storage participation in frequency control:

h h

Ty = —apv — —v + —w (4a)
Th Th

W =V —w (4b)

where w is an auxiliary variable responsible for the low
frequency derivative approximation. A block diagram of the
system described by equations (I) and @) is given by Fig.1.

C. Load Fluctuations

The loading term py, in equation (Ib) represents stochastic
load fluctuations. In this manuscript we will assume that it can
be modelled as an Ornstein-Uhlenbeck Process (OUP) [6]:

P =~ + BE(D) 5)
Tp
where 7, and D = b%/2 are parameters called load mean
reversal time and diffusion coefficient respectively. The term
&(t) represents a standard white noise with the following
properties:

E[£(t1)E(t2)] = 6(t1 — t2) (6)

The advantage of representation (3) is that while being rather
general, it allows for closed form solutions to be obtained
for linear systems. Parameters 7, and b can, in principle, be
inferred from frequency measurement data, however, detailed
analysis of some actual data is the subject of subsequent
research. For the purpose of the present manuscript we will
assume both 7, and b to be known. We will use the values of
7, = 30s and b*> = 3-107°. The load mean reversal time can
be approximately inferred from duration of frequency variation
events from real-life data [7], [8] and then the diffusion
coefficient can be determined from mean frequency deviation

III. FREQUENCY RESPONSE PERFORMANCE METRICS

Since the goal of this manuscript is the study of the possible
benefits of using energy storage for frequency response we
first need to formulate specific metrics to evaluate the system
performance. According to the so-called Control Performance
Standard (CPS1) developed by NERC [9], standard deviation
of the system frequency over a calendar year should not exceed
certain target value. Therefore, we will use the frequency
standard deviation o, as one of the performance indicators:
E[v?] (7

Oy =

where E denote the expected value, and we will use o, to
denote the standard deviation of variable z throughout the
manuscript.



The second performance metrics that we will use, is the
standard deviation of the rate of change of system frequency
(ROCOF):

E[o?] ®)

Oy —

This can be thought of as a measure of a generator wear-
and-tear, since most of the mechanical stress on the generator
equipment is associated with sudden accelerations or deceler-
ations of it’s turbine.

In the absence of deadbands the system of equations (TJ),
(@), and () becomes linear and o, and o, can be directly
calculated from the system parameters without the need to
run stochastic simulations. In order to do this, we first re-write
equations (I), (@), and (5) in a standard input-output form:

T = Az + Bu
y = Cu,

(9a)
(9b)

Here x is the vector of system states, for example, for
equations (I), @), and () one has z = [0,v,pm,w,pr]?.
The term Bu represents the external input to the system, in
our case B =[0,0,0,0,b] and u = £. The output y = Cz: can
be one- or multi-dimensional.

For linear systems driven by white noise, the probability
density function for its states or outputs is Gaussian. Accord-
ing to standard rules, the expected value of the square of the
output y”'y can be calculated by the following formula:

Ely"y] = Tt[CQCT] (10)

where () is the system co-variance matrix that satisfies the
following Lyapunov equation:

AQ + QAT = —BBT (11)

If the output y is scalar, then equation (10) gives it’s variance

2
O'y.
IV. BATTERY CONTROL DESIGN

Let us illustrate the use of the framework described in
the previous section for the actual design of energy storage
controller. For this purpose we first consider a simplified
version of the system (I) without secondary control and
deadbands. We assume that the parameters of the system from
are known, their values (and dimensions) are given in the
Table. [l For this case the state vector is three-dimensional -

2 = [v,pm,pr]?, and the state and input matrices A and B
are:
_or 1 _ 1
2H 2H 2H 0
o 1
A=|-2 -1 0|, B= 2 (12)
0 0o -+

It is now straightforward to calculate the co-variance matrix
@ according to equation (TI), the explicit expressions for
components of () are rather cumbersome, we do not present
them here. Now, if we use C' = [1,0, 0], in equation (9), this
corresponds to the output y = v and using formula and
parameters from the Table [l we get o, = 3.3 - 10~7 per

TABLE I
BASIC VALUES OF POWER SYSTEM PARAMETERS

Parameter Description Value
H Inertia time-constant 5s
ag Inverse droop of generators 12.5pu
Tp Load mean reversal time 30s

D =10%/2 | Load diffusion coefficient | 1.5-107 65!
T Mean turbine time-constant 3s
K; Secondary control gain 0.05s~1
Wdp Governor deadbands +15mHz

unit. This corresponds to a standard frequency deviation of
approximately 35 mHz - a typical value for conventional power
systems. In order to get the expected value of ROCOF we use
C = [-ar/2H,1/2H,—1/2H], so that now y = © and the
formula (T0) gives oy = 2.07 - 10~* p.u./s corresponding to
12.4 mHz/s in initial units.

Let us now design a control system for storage unit that
will perform frequency response instead of turbine, so that the
generator is operating at a constant power output - p,,, = 0 (we
remind that p,, is the mechanical power deviation from the
steady state). Using the control system from () and generator
dynamics () with p,, = 0 and in the absence of secondary
control and deadbands, we again get a 3-rd order linear system
with the vector of states now being x = [v,w,pr]%, and the
state and input matrices A and B given by:

_athy/T hp 1
2H 2HT 2H 0
b

0 0 -+

where we have made the denotation for the full load and
storage inverse droop o = o, + Q.

Using equation (I0) we can calculate the mean frequency
deviation as a function of parameters for this new system. Fig[2]
shows o, as a function of battery droop oy and virtual inertia
hy for a fixed value of 7, = 1s (we will assume this value
further on). We can deduce, that the mean frequency deviation
is not sensitive to virtual inertia, but sensitive to droop. The
explicit expression for o, is rather cuambersome, however, for
realistic values of system parameters the following conditions
are satisfied:

Tp > To; at, > H; oty > hy (14)
where we have made a denotation @ = «3 + ay. In this
approximation o, has a very simple form:

b T,
Oy = ———— 2 (15)

ap +ar, | 2

from which it is apparent that it doesn’t depend on h; and
depends strongly on «y, [[1O], [11]]. Thus, for determination of
the needed battery droop one can set virtual inertia to zero
in the original expression for o,. In order to have the mean
frequency deviation of our new system not worse than the
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Fig. 2. Mean frequency deviation o, of a system with battery as a function
of battery droop o, and virtual inertia hj. Mean frequency deviations of 35
mHz for the original system is shown as a flat plane.
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Fig. 3. Mean ROCOF of a system with battery as a function of battery droop
ap and virtual inertia hy vs. the ROCOF of the original system (flat plane).

original one, we find that we have to set the value of the
battery droop ay of at least 10.49 p.u.

Having determined the needed amount of droop we can now
consider the effects of virtual inertia. For this we write the
expression for o; with (T4) taken into account:

szp 1/2
Oy —
4H(2H + hy + on‘b)

We see, that by tuning the virtual inertia we can decrease
the mean value of ROCOF. However, even in the absence of
virtual inertia the mean value of ROCOF is o, = 1.13-107%
(or 6.76 mHz/s) for the system with battery, which is almost
two times lower than for the original system. The reason is that
compared to a generator, the battery executes droop response
faster - without any delays in turbines. Setting virtual inertia
to a reasonable 5s allows to decrease the mean ROCOF even
more, to o, = 10~ or 6.07 mHz/s.

Let us now estimate the value of battery power that we
need to execute the developed control. This can be done by
calculating the standard deviation of 7, which is the battery
power output. For this, we chose C' = [—ap — hp/Tp, by /T, 0]

(16)

TR AT bl

200
100 200 300 400 500 600

100 T T T T T

\ ‘A\ My 1
L WA A ]
VI W“\’”“w/%/ N\ W M\/MM/JV \W‘ . \ﬂf ]

100 L L L L L
0 100 200 300 400 500 600
T

[ ) s‘m‘\ N firJ 1
" /\ﬂ\/ VL \'W\N\\/vwm\\fw¢ /\/\'\«m “\/\/M\f’\f\ A

L L
0 100 200 300 400 500 600

P (p)

0.04 T
0.02} /h /’V\,r//‘w f“ /\\/‘NV«/ \

A ™
A %\.W*«”\,wm’ /Y

M M"\ “
W M/” e
\/ Wt

0 100 200 300 400 500 600
t (sec)

p(pu)

002

Fig. 4. Frequency, ROCOF, generator mechanical power variation and load
fluctuations as functions of time for the initial system with parameters from
Table [

and use equation (I0). For the parameters we specified above
-7 = 1s, ap = 10.49 p.u., and hy, = 5s - we find that
the standard deviation of 74 is 0, = 6 - 10~3 p.u. which
corresponds to 0.6% of generator rated power. According to
properties of standard distribution, r; stays within the double
standard deviation for 95% of time. Therefore, if we chose the
battery of 1.2% of generator rated power we can supply full
frequency response for 95% of time. In this derivations we
have assumed that the battery is able to provide the effective
droop response of 10.49 p.u. (on a generator base), which
could mean a rather sharp power-frequency response for a
small size battery. While there are no significant control delays
for batteries and their droop settings are not significantly
limited by stability considerations, proper tuning can still
represent a challenge. Discussion of this topic, as well as
determining the needed battery capacity, is the subject of
subsequent research.

V. NUMERICAL EVALUATION

In this section we present a result of direct numerical
simulations for the initial system and system with battery.
For the simulations we take into account the presence of the
secondary frequency control and governor deadbands. All the
simulations are performed using Matlab ODE45 module. The
parameters of the initial system are given in Table [l Figl]
gives the generator frequency, ROCOF, variation of generator
mechanical power output and load fluctuations as functions of
time. It is obvious that the generator readjusts it’s mechanical
power output following the load variations.

Dynamics of the system under the same load fluctuations
but with batteries executing most of frequency control is given
by Fig[5] Again, the dynamics of frequency, ROCOF and
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Fig. 5. Frequency, ROCOF, generator mechanical power variation and battery
power output as functions of time for the system with frequency control
realized by energy storage

generator mechanical power variations are shown. In addition,
the battery power output is also given. For this system we have
used the above discussed parameters - 7, = 1 s, ap = 10.49
p-u., and hy, = 5s - and also extended the deadbands of
generator governor to 70 mHz (which is twice the standard
deviation of frequency). It is obvious, that the presence of
battery significantly reduces the ROCOF variations and allows
for almost constant power output from generator, varying
its mechanical power only occasionally, when the frequency
deviates beyond the wide deadband region.

VI. CONCLUSIONS

We have developed a method for assessing the energy stor-
age performance in primary frequency control under stochastic
load perturbations. We used mean deviations of frequency
and ROCOF as two main performance metrics and showed
how the battery control settings can be tuned to achieve the
desired values of two metrics. Our method allowed us to obtain
closed-form solutions for performance metrics under realistic
conditions on systems parameters. Further, we demonstrated
that even a modest power capacity of storage units is enough
to almost completely remove the need to perform primary
frequency response by conventional generators.

The main advantage of the method is that explicit dynamic
simulations on stochastic models are not required. A rather
mild condition on the form of load perturbations allowed to
obtain simple algebraic equations for performance metrics, and
implement a control design based on them. The method can be
easily generalized to more complex systems, such as multi-are
power grids or more sophisticated dynamic models of power
grid components.

The directions of further research include the optimal plac-
ing of storage units for frequency control and area-aware con-
trol settings [[12]], [[13[], generalization of the method for more
sophisticated stochastic models of load [14], [15], load model
inference from frequency measurement, role of frequency
measurement noise and accuracy on the control performance,
stability limits for control settings, etc.
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