
Foundations of RL
Lecture 10: Modern RL Algorithms

Enrique Mallada

Goals:
• Value-Based Methods

• Intro, Q-Learning, Guarantees

• Advanced Methods
• Practical Issues and Solutions, Improvements
• Applications to Continuous Action Spaces
• Advanced Discrete-Actions Methods



Value-Based Methods
• Intro to Value-Based Methods

• Q-Learning

• Guarantees

• Practical Issues and Solutions 
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Value-Based Methods
• Intro to Value-Based Methods

• Policy Iteration

• (Fitted) Value Iteration

• (Fitted) Q Iteration

• Q-Learning
• Why can Q iteration be off-policy?

• What are we optimizing and how?

• Online Q Iteration

• Exploration

• Guarantees
• Exist for tabular case

• Not with function approximation

Mnih et al. Human-level control through deep 

reinforcement learning.  Nature 518, 529-533 (2015).
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Intro to Value-Based Methods
• Policy Iteration

• (Fitted) Value Iteration

• (Fitted) Q Iteration
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Recap: Actor-Critic
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Run the policy 
(generate samples)

Estimate the 
return / fit a 

model

Improve the 
policy

• Actor-critic algorithms

• Policy evaluation

• Discount factors

• Actor-critic algorithm design

• State-dependent baselines

• Off-Policy Actor-Critic

• Advanced policy gradient methods



Can we omit the policy gradient?

4



Policy Iteration
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Tabular RL: Dynamic Programming
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𝑽𝝅(𝑠11) 𝑽𝝅(𝑠12) 𝑽𝝅(𝑠13) 𝑽𝝅(𝑠14)

𝑽𝝅(𝑠21) 𝑽𝝅(𝑠22) 𝑽𝝅(𝑠23) 𝑽𝝅(𝑠24)

𝑽𝝅(𝑠31) 𝑽𝝅(𝑠32) 𝑽𝝅(𝑠33) 𝑽𝝅(𝑠34)

𝑽𝝅(𝑠41) 𝑽𝝅(𝑠42) 𝑽𝝅(𝑠43) 𝑽𝝅(𝑠44)



Policy Iteration Using Dynamic Programming
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𝑽𝝅(𝑠11) 𝑽𝝅(𝑠12) 𝑽𝝅(𝑠13) 𝑽𝝅(𝑠14)

𝑽𝝅(𝑠21) 𝑽𝝅(𝑠22) 𝑽𝝅(𝑠23) 𝑽𝝅(𝑠24)

𝑽𝝅(𝑠31) 𝑽𝝅(𝑠32) 𝑽𝝅(𝑠33) 𝑽𝝅(𝑠34)

𝑽𝝅(𝑠41) 𝑽𝝅(𝑠42) 𝑽𝝅(𝑠43) 𝑽𝝅(𝑠44)



Even Simpler: Value Iteration
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Fitted Value Iteration

9

Curse of dimensionality!



What if transition probabilities are unknown?
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Need to know outcomes for different actions!

➢ Can fit via sampling!



Fitted Q Iteration
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Compute 

V directly 

(no policy)

➢ Can we do a similar thing with Q, removing the need to know transition probabilities?

➢ Don’t need to try over all actions; only uses those that were sampled! 



Fitted Q Iteration
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Hyperparameters:

• Collection policy

• Dataset size

• # Iterations

• # Gradient steps

• Works off-policy

• Only one network, no high-variance policy 

gradient

• No convergence guarantees for non-linear 

function approximation



Q-Learning
• Why can Q iteration be off-policy?

• What are we optimizing and how?

• Online Q Iteration

• Exploration
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Why can this be off-policy?
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➢ We can base our updates off of a database of transitions from different policies! 



What are we optimizing?
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➢ If Bellman error is 0, both the Q function and the policy are optimal

➢ We can get there in tabular case

➢ However, once function approximators are added, there is no guarantee.



Online Q-Learning
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Exploration in Q-Learning
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➢ To get this to work well, 

more work needs to be 

done.

“Epsilon-greedy”

“Boltzmann”



Recap: Q-learning

20
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Lack of Guarantees
• Guarantees exist for tabular case

• Not with function approximation
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Learning Q Functions: Tabular Case
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𝑽𝝅(𝑠11) 𝑽𝝅(𝑠12) 𝑽𝝅(𝑠13) 𝑽𝝅(𝑠14)

𝑽𝝅(𝑠21) 𝑽𝝅(𝑠22) 𝑽𝝅(𝑠23) 𝑽𝝅(𝑠24)

𝑽𝝅(𝑠31) 𝑽𝝅(𝑠32) 𝑽𝝅(𝑠33) 𝑽𝝅(𝑠34)

𝑽𝝅(𝑠41) 𝑽𝝅(𝑠42) 𝑽𝝅(𝑠43) 𝑽𝝅(𝑠44)

Get to Q via 

argmax 

policy



Fitted Q Iteration: No Guarantees
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➢ No guarantees, in principle or practice…



Online Q-Learning: Practical Issues
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Advanced Value-Based Methods
• Practical Issues and Solutions

• Improvements

• Applications to Continuous Action Spaces

• Advanced Discrete-Actions Methods
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Practical Issues and Solutions
• Correlated data → replay buffer

• Moving target →  target network
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Online Q-Learning: Practical Issues
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Correlated Samples: Parallelization

28

𝜑
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Correlated Samples: Replay Buffer

29
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Replay Buffers

30
19



Full Algorithm

31
19



Q-Learning: Practical Issues
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Still need to address this!



A Moving Target?
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Q-learning with target networks

34

➢ Targets don’t change in inner loop

➢ Back to resembling supervised regression!
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“Classic” Deep Q-Learning algorithm
Mnih et al. Playing Atari with Deep Reinforcement 
Learning. arXiv:1312.5602 (2013). 



Alternate Target Network Formulation

Intuition:
get target from here maximal lag no lag here

Popular alternative:  

36
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Process View
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General View

38

➢ Fitted Q-iteration: Q-function regression in inner loop of target update, in inner loop of data collection

➢ Online Q-Learning: Update on 1 data point, remove immediately, all processes run at same speed

➢ DQN: Data collection, Q-function regression at same speed; target update is slow



Improvements
• Double Q-Learning

• Multi-step returns

26



Are the Q-values accurate?

40

➢ Increase with return

➢ Seem to qualitatively track what is going on…

V. Mnih et al. Human-level control through deep 

reinforcement learning. Nature 518, p. 529–533 (2015).
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Overestimation of Q-values

41

➢ Why is this?
van Hasselt et al. Deep Reinforcement 

Learning with Double Q-Learning. AAAI, 2016.

26



Overestimation of Q values
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Double Q-Learning
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van Hasselt et al. Deep Reinforcement 

Learning with Double Q-Learning. AAAI, 2016.



What two networks?
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Multi-Step Returns
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Q-Learning Implementation Tips
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T. Schaul, et al. “Prioritized 

experience replay”.

arXiv:1511.05952 (2015).

• Q –Learning can be difficult to stabilize

➢ Test your code on easy tasks first!

• Learning may make little progress initially

• Start with larger epsilon initially, taper over time

• Large replay buffers help

• Gradient clipping on Bellman errors may help

• Double Q learning is very helpful- should always be used

• N-step returns can also be helpful, though not always

• Use an adaptive optimizer (e.g. Adam)

• Try multiple random seeds, as results can be inconsistent



Application to Continuous Action Spaces
• Sampling outcomes

• Separating state and action dependence

• DDPG
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Q-Learning with Continuous Actions
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Options

1.) Gradient-based or stochastic optimization to take max

2.) Use function class for Q that is easy to optimize w.r.t. actions

3.) Learn an approximate optimizer (DDPG)



Q-Learning with Stochastic Optimization
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Search over candidate values:
➢ Simple

➢ Parallelizable

➢ Inaccurate

➢ Sometimes good enough; 

target doesn’t have to be 

incredibly accurate.

Slightly Better:

• Cross-Entropy Method (good to about 40 dimensions)

• Fit distribution to sampled Q values, use max of distribution

• Repeat (iterative process)

• Covariance Matrix Adaptation Evolution Strategy (CMA-ES)

• Less simple, more effective



Easily Maximizable Q-Functions
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Use a function class that is easy to optimize
• Only has to be easy to optimize in w.r.t. actions

NAF: Normalized Advantaged Functions

➢ Algorithm largely unchanged; remains efficient

➢ Drawback is the reduction in representational power S. Gu et al. Continuous Deep Q-

Learning with Model-based 

Acceleration. ICML (2016).



Deep Deterministic Policy Gradient (DDPG)
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T.P. Lillicrap et al. Continuous Control with 

Deep Reinforcement Learning. ICLR (2016).

• Learn an approximate maximizer
➢ “Deterministic” Actor-Critic (really approximate Q-learning)



Deep Deterministic Policy Gradient (DDPG)
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T.P. Lillicrap et al. Continuous Control with 

Deep Reinforcement Learning. ICLR (2016).



DDPG: Pseudocode
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Advanced Discrete-Action Methods
• Distributional, Rainbow
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Dueling Architecture

Intuition: Forces network to consider value and advantage separately, leading to performance gains. 
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Z. Wang et al.  “Dueling Network 

Architectures for Deep Reinforcement 
Learning” arXiv:1511.06581.



Prioritized Experience Replay

Preferentially sampling experiences based on TD-error Improves DQN performance.

38

T. Schaul et al. 

“Prioritized Experience 
Replay.” ICLR, 2016.



Distributed Prioritized Experience Replay (Ape-X)
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D. Horgan et al. “Distributed 

Prioritized Experience 
Replay.” ICLR, 2018.



Distributional Reinforcement Learning: C51

40

➢ Despite lack of guarantees, 

often works well!

M. G. Bellemare et al. “A 

Distributional Perspective on 
Reinforcement Learning” 
arXiv:1707.06887



Distributional DRL: Implicit Quantile Networks (IQN)

41

• Learns probability distribution of 

returns via quantile regression.

➢ Quantile: fixed portion of a 

probability distribution

➢ Uses ∞-Wasserstein metric 

for distribution distance 

(contraction)

➢ Quantile regression loss is 

on pairwise TD errors

• Improve resolution of estimate 

with increased network capacity.

• Can be used to expand 

exploration strategies from basic 

epsilon-greedy via inclusion of 

distortion risk measures.
W. Dabney et al. “Implicit Quantile 

Networks for Distributional Reinforcement 
Learning” arXiv:1806.06923.



Distributional DRL: Implicit Quantile Networks (IQN)
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Rainbow Q-Learning 

42

• Combines numerous 

improvements to basic DQN 

algorithm to produce one very 

strong version.

• Elements:

➢ Double

➢ Multi-step returns

➢ Dueling

➢ Prioritized Replay Buffer

➢ Distributional 

➢ Noisy Nets

M. Hessel et al. “Rainbow: Combining 

Improvements in Deep Reinforcement 
Learning” arXiv:1710.02298



Thanks!

Enrique Mallada
mallada@jhu.edu

http://mallada.ece.jhu.edu
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